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ABSTRACT

There is an increasing demand for high strength materials with the development of technology and critical applications. Nano materials are newly developed materials with extremely high strength for this purpose. Nanobainite is a dual phase material containing alternate layers of bainitic ferrite in nano dimensions and retained austenite. Nanobainite is produced by isothermally holding austenitized steel at a temperature of 200°C or less, depending on the chemical composition, for 6-10 days until bainite forms and then cooling to room temperature using austempering.

The experimental design consisted of face milling under 12 combinations of Depth of Cut (DOC)-1, 2 and 3mm; cutting speed-100 and 150m/min; constant feed-0.15mm/rev and coolant on/off. The machinability of the material is assessed by means of analysis, such as surface texture and microhardness. The assessment also involves microstructural comparisons before and after milling.

Future work involves quantifying the microstructural phase before and after milling using XRD. The results obtained are used to assess the most favorable condition to cut this new variety of steel.

INTRODUCTION

Steel is usually classified as a Fe-C alloy having a concentration of carbon in the range of 0.008 to 2.1%. The desired hardness level in Steel/Iron is obtained by varying the carbon (%) [1]. The hardness level can be altered by controlling the microstructural grain size through suitable heat treatment measures [2]. One such measure has given rise to a new form of high strength steel known as Nanobainite Steel. Nanobainite steel microstructure consists of alternate layers of bainitic ferrite laths surrounded by retained austenite. A carbon concentration gradient exists in the retained austenite which is verified by XRD techniques [3].

This has given the material an extended strength and enhanced mechanical properties. Hence, it is widely used in design applications requiring high strength. The microstructure of nanobainite steel is shown in Figure 1. As the transformation temperature increases, the diffusion of carbon from ferrite to austenite phase increases, which reduces the carbon concentration gradient ahead of the interface in retained austenite [3]. The lower the transformation temperature for the nanobainite steel formation, the stronger the material. This is because at lower temperature the nucleation rate is higher, which results in finer grains and eventually higher strength [4]. Nanobainite steels possess an excellent combination of strength and ductility along with grain refinement. Nanobainite steels exhibit an elongation of 21% for UTS above 2GPa.

Figure 1. Microstructure of Nanobainite steel
As silicon is a strong austenite stabilizer it gives an additional strength to the retained austenite at the transformation temperature which is also lowered due to the presence of excess Si [5]. The bainite transformation temperature decreases with the amount of carbon and other alloying elements in the material [5]. The transformation in nanobainite steel is formed by diffusionless transformation in the form of subunits. The transformation reaction stops when the carbon concentration in the retained austenite reaches the \( T_o \) curve as per the phase diagram. The ductility of nanobainite steel reduces on reducing the transformation temperature. The \( T_o \) curve is the locus of all points on the Fe-Fe\(_3\)C phase diagram, where austenite and ferrite of the same composition have same gibbs free energy [5]. The \( T_o \) curve for steels shifts depending on the mole fraction of the carbon added[6] as shown in Figure 2 below. The transformation of austenite to bainite is an isothermal transformation [7].

The time taken for transformation is calculated using the Time-Temperature-Transformation (T-T-T) diagram for steels as shown in Figure 3 above. The heat treatment for production of nanobainite steel depends on this diagram [7]. The nanobainite steels get distorted on quenching. The distortion depends immensely on the cooling rate employed for the production of that steel. These distortions are accommodated by the contraction of retained austenite due to stress relaxation [8]. Wear characteristics of nanobainite steels have been studied. The wear resistance of nanobainite is affected by transformation temperature, refined microstructure, TRIP effect. The nanobainite steels develop micro cracks on friction wear [9].

This research aims at studying the machinability of nanobainite steels, as machining results in phase transformations, which have an impact on the material properties. Hence, it is important to study the machinability, as it predicts the performance of the material in service.

**PRODUCTION OF NANOBAINITE STEEL**

The nanobainite steel used in this research is produced by austenitising steel at 900°C for 45 minutes, followed by isothermally holding the sample in a salt bath maintained at 200°C for 10 days. This is followed by an austempering operation. The heat treatment process is shown in Figure 4 [10].

**CHEMICAL COMPOSITION OF NANOBAINITE STEEL**

The chemical composition of nanobainite steel was evaluated using spectrometry. The elemental analysis is given in Table 1.

<table>
<thead>
<tr>
<th>Element</th>
<th>Fe</th>
<th>Si</th>
<th>Mn</th>
<th>C</th>
<th>Cr</th>
<th>Cu</th>
<th>Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td>wt(%)</td>
<td>94.7</td>
<td>2.6</td>
<td>0.80</td>
<td>0.70</td>
<td>0.48</td>
<td>0.22</td>
<td>0.2</td>
</tr>
</tbody>
</table>
MACHINABILITY OF NANOBAINITE STEEL

The machinability of a material is defined as the ease with which the material is removed with decreased cutting force and by the tool wear that is observed during a machining process that obtains the desired surface finish. The machinability of nanobainite steel is very important, since the material’s performance is evaluated by machining parameters like surface texture and microhardness. Machining results in phase changes of retained austenite to martensite in the presence of coolant by TRIP effect [7, 11]; this is evident by the microhardness measurements. This is a very important tool used for designing of a nanobainite structure for critical applications.

EXPERIMENTAL DESIGN

The experimental design consists of conducting milling trials at constant feed rate, 0.15mm/rev; variable speed-150 and 100 m/min; coolant on/off and variable DoC-1, 2 and 3mm. These trials are followed by tests of the surface roughness, by metallography and by microhardness tests.

SURFACE ROUGHNESS

Surface roughness is defined as the amount of material removed in the direction perpendicular to machining along the depth of the sample. It is measured in µm. The surface roughness analysis is done using Form Talysurf-50 analyser at a measurement speed of 1mm/s. The run-up length of the analyser was 0.3mm and the data length used was 5mm.

METALLOGRAPHY

The metallographic analysis includes mounting the sample using a poly-fast compact for 10 minutes. The poly-fast powder is sintered into a ceramic compact at 80°C during the initial stages of sintering and 180°C during the final stages. This is followed by polishing the sample using an electronic polisher for 10 min.

Finally, vella’s reagent (2gr of Picric Acid+5ml HCl+100ml Ethanol) is used to etch the bulk nanobainite sample followed by ethanol cleansing in order to observe the microstructure. The microstructure seen after the metallography is shown in Figure 5.

MICROHARDNESS TEST

Microstructural analysis is done using an FM700 testing machine. The test is performed at 300grams of load for 10 seconds. The indenter used is a square base diamond pyramid indenter with an apical angle of 136°. In the microhardness test the length of indentation is measured and converted to the resultant Vickers hardness value. The microhardness test is performed as per the ASTM E-384 standard. The schematic of the microhardness test is shown in Figure 6.

RESULTS AND DISCUSSION

![Figure 6. Schematic of Vickers Microhardness Test](image)
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(A)
The machinability, as seen from the surface roughness plots in Figure 7, is better for the coolant OFF conditions rather than the coolant ON, since the surface roughness is greater in case of the former compared to the latter due to the thermal softening effect of the workpiece. This means lower cutting force is required to remove material in the coolant OFF condition compared to the coolant ON condition. Therefore we expect the material to be soft when machined under coolant OFF conditions, which is evident from the microhardness comparison plots for different machining speeds as well as the cooling conditions. In the case of the coolant OFF condition, the temperature of the sample is increasing with the machining speed along with the $M_s$ temperature as the machining proceeds. Therefore, higher strains are required for the retained austenite to transform into martensite at both machining speeds. Hence, there is no or very little phase transformation in the case of coolant OFF condition; hence the material is softer. This is evident from the microhardness plots for the two machining speeds. In the case of the coolant ON condition, due to the presence of the coolant, the temperature of the sample remains almost constant, while the $M_s$ temperature increases.

Hence, lower strains are required for the austenite to transform into martensite. Hence, the retained austenite transforms into martensite by TRIP (transformation induced plasticity) effect. Hence, the material is harder in this case which is evident from the microhardness plots for coolant ON condition. The machinability in this case is poorer than in the coolant OFF condition, since the amount of material removed in the direction perpendicular to machining is less due to the hardness of the material. This TRIP effect occurs at the point of intersection of sample temperature and the $M_s$ temperature curve in the temperature v/s strain diagram for iron.

**CONCLUSIONS**

From the above discussion it is clear that the machinability obtained in case of coolant OFF condition is better than that obtained in the coolant ON condition. This is because the material is softer in the former case than the latter due to thermal softening effect and TRIP effect. The microhardness of nanobainite steel is higher in the coolant ON condition compared to the coolant OFF condition. This is because of the likely extent of phase transformation occurring in the material in the presence of the coolant. Therefore, appropriate material should be designed and machined to achieve the desired performance in service.
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ABSTRACT
Electrospinning of Polyacrylonitrile (PAN) followed by oxidation and pyrolysis is one of the most widely investigated techniques for the production of carbon nanofibers (CNFs). In this work, the chemical composition and electrical properties of electrospun PAN nanofibers pyrolyzed at various pyrolysis temperatures ranging from 300ºC to 900ºC have been characterized. These nanofibers, composed of PAN-carbon intermediate materials, feature an increasing trend in terms of the electrical conductivity with a steep increase in the 600ºC-700ºC temperature range. An attempt has been made to correlate electrical properties with a change in chemical composition to the fabricated nanofibers.
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INTRODUCTION
Over the past two decades, carbon has received a lot of attention as a potential alternative to silicon for microfabrication devices such as ICs and micro- and nano-electromechanical systems (MEMS and NEMS) [1]. Carbon can be found in nature in a variety of allotropes such as diamond, graphite, glassy carbon and diamond-like carbon (DLC) [1, 4]. A number of these advanced carbon materials have been extensively researched for their excellent electrical and electrochemical properties desirable in many MEMS and NEMS applications. The properties of carbon differ widely depending on different crystal structure and surface morphology [4, 5]. For example, glassy carbon electrodes provide a wide electrochemical window with low-background currents at a relatively low cost [2]. Graphite and hard carbons are well known for their Li-ion battery applications because of their Li intercalation/ de-intercalation capacity [3]. In addition, a number of nanoforms of carbon such as carbon nanotubes (CNTs), nanoparticles and nanofibers (CNFs) are receiving tremendous attention both in fundamental research and for microelectronics application [4, 5].

Polymer derived carbon MEMS (CMEMS) and carbon NEMS (CNEMS) often feature a glassy carbon microstructure. Glassy carbon has both amorphous and crystalline carbon regions [5]. The interconnected crystalline, or graphite regions allow for electron transport in glassy carbon and render it suitable for electrical and electrochemical applications unlike other amorphous materials [5].

Photolithography followed by pyrolysis is the most common technique for CMEMS fabrication; however a hybrid of CMEMS and CNF can be utilized as a CNEMS device [5] for sensing applications. For high performance CNEMS, electrospun CNFs are much more suitable compared to any other existing alternatives such as CNTs or chemically grown CNFs due to the simplicity and scalable nature of the fabrication process. The technique also allows for pre-defining the position of these fibers on contacting electrodes of any design.

CNFs can be produced from electrospinning of many different types of precursors such as rayon [6], polyacrylonitrile (PAN) [6], SU8 [5] and pitch [6]. However, about 90% of all carbon fibers worldwide are still derived from PAN [6]. An ideal precursor polymer for obtaining electrically conductive CNFs through electrospinning requires high carbon content, high molecular weight and high degree of molecular orientation. PAN satisfies all these requirements [7, 9]. PAN molecules however, are not aromatic in the polymer form.

The heat treatment for the carbonization of PAN can be divided into three main reactions: (i) oxygen attack on the polymer chain and take up of oxygen by the polymer, (ii) dehydrogenation of the carbon backbone of the polymer and (iii) cyclization of the nitrile groups present in PAN [19].

In this context, it is important to note that PAN, unlike other carbonizing polymers such as SU8, does not contain any aromatic groups in its polymer backbone. In the oxidation or stabilization of the PAN fibers the polymer backbone takes up oxygen, which facilitates a free radical generation during the subsequent pyrolysis, i.e., the heat treatment above 300°C under an inert atmosphere. The free radicals generated catalyze the cyclization of the nitrile groups [10] and render the carbon atoms close enough to form C-C bonds when the N atoms from the nitrile groups are released. In another study by Ko et al. [8] it was suggested that the oxidation process lengthens and broadens the carbon basal planes in the polymer backbone, which results in carbon fibers with an increased tensile strength.
that have longer continuous carbon chains. Goodhew et al. [20] performed a detailed chemical structure evolution analysis elucidating the carbonization mechanism of PAN. According to these authors, the release of H (intermolecular dehydrogenation) takes place between 400°C and 600°C, while denitrogenation occurs at temperatures higher than 600°C. The ladder molecules formed during the oxidation join to form bigger aromatic molecules by a dehydrogenation process. Denitrogenation combines these dehydrogenated molecules to yield long ribbon-like geometries to finally result in a glassy carbon. The dehydrogenation process followed by denitrogenation suggested by Goodhew et al. [20] is illustrated in Figure 1.

Figure 1. Dehydrogenation process followed by denitrogenation process during pyrolysis of PAN [20]

Most of the research on exploring the properties of PAN-carbon intermediate materials details chemical changes that occur during the carbonization, and are often correlated with the mechanical properties of the resulting nanofibers [7, 11]. However, not much attention has been paid to the electrical properties of the nanofibers derived from the PAN-carbon intermediate materials. In this contribution, the results of a detailed study of the pyrolysis of electrospun PAN nanofibers at final temperatures ranging from 300°C to 900°C is reported. The results include electrical conductivity tests correlated with the elemental analysis of these fibers. The fraction of the non-carbon components, namely H, O and N present in oxidized PAN decreases with the increase in pyrolysis temperatures, which leads to an increase in the electrical conductivity of the nanofiber material. Between 600°C and 700°C, a sudden increase in the conductivity was observed. Our results are supported by a discussion on the chemistry of the pyrolysis of PAN.

The pyrolysis process described above converts PAN, an insulator, into a highly conductive ultrapure glassy carbon. This implies that during the heat treatment there exist some intermediate PAN-carbon material(s) that might exhibit possible semiconductor characteristics and/or other functional properties.

EXPERIMENTAL PROCESS

MATERIALS

Commercially available PAN procured from Sigma Aldrich was used to fabricate PAN nanofibers. According to the manufacturer, the average molecular weight of the PAN was 150,000 MW. A research grade (99.8%) dimethylformamide (DMF) (Fisher Scientific) was used as the solvent and PAN solution. Silicon wafers coated with a 500 nm oxide layer were obtained from Noel Technologies (CA, USA).

As described earlier, the carbonization of PAN fibers encompasses three basic steps: (i) thermoxidative stabilization (performed in air at 180°C-280°C), which forms a ladder-like molecular structure via nitrile; (ii) high temperature carbonization under an inert gas (≤900°C) to exclude all non-carbon atoms and yield glassy carbon; (iii) an alternative “graphitization” (>2000°C) to improve the orientation of the basal planes of the graphite sheets of glassy carbon [11, 13]. In this paper, we refer to the heat treatment carried out on oxidized PAN fibers as pyrolysis. Pyrolysis is most commonly performed at 900°C with a temperature ramp-up of <10°C/min in an inert environment (vacuum or under the flow of an inert gas such as nitrogen).
METHODS

(i) FABRICATION OF PAN FIBERS

PAN nanofibers were produced by a far field electrospinning technique. Figure 2 illustrates the set up used for this purpose. Two different types of samples: bulk nanofibers balls (Figure 3) and nanofiber mats on SiO2 coated silicon wafers were fabricated for elemental analysis and electrical resistance measurement respectively. For fabricating nanofiber balls, the fibers were collected on an aluminum foil and were peeled off.

(ii) STABILIZATION AND PYROLYSIS

PAN nanofiber-balls on the aluminum foils and the PAN nanofiber mats on the silicon wafers were first oxidized at 220ºC temperature in a convection oven in air. The oxidized samples were pyrolyzed in an RD-G Furnace (RDWEBB company, Patent no: 5,987,053) at 300ºC, 400ºC, 450ºC, 500ºC, 600ºC, 700ºC, 800ºC and 900ºC. Figure 3 illustrates a color change in these nanofiber balls pyrolyzed at different temperatures. Images a and b are for the as prepared PAN nanofibers and the oxidized PAN nanofibers respectively.

RESULTS AND DISCUSSION

The electrical resistance of eight different nanofiber mats composed of PAN-carbon intermediate materials pyrolyzed in the range of 300ºC - 900ºC is measured by the four pin probe method. The electrical characterization was not carried out for PAN nanofibers without any oxidation or pyrolysis, since PAN is an insulator in the heat treatment. The results of the electrical characterization are listed in Table 1. Figure 4 shows a plot of these resistance values with respect to the pyrolysis temperatures.

<table>
<thead>
<tr>
<th>Pyrolysis Temperature</th>
<th>Average Resistance</th>
</tr>
</thead>
<tbody>
<tr>
<td>300ºC</td>
<td>6.48 \times 10^8 \Omega</td>
</tr>
<tr>
<td>400ºC</td>
<td>6.58 \times 10^8 \Omega</td>
</tr>
<tr>
<td>450ºC</td>
<td>6.72 \times 10^8 \Omega</td>
</tr>
<tr>
<td>500ºC</td>
<td>6.58 \times 10^8 \Omega</td>
</tr>
<tr>
<td>600ºC</td>
<td>5.33 \times 10^8 \Omega</td>
</tr>
<tr>
<td>700ºC</td>
<td>7.22 \times 10^4 \Omega</td>
</tr>
<tr>
<td>800ºC</td>
<td>8.01 \times 10^4 \Omega</td>
</tr>
<tr>
<td>900ºC</td>
<td>2.70 \times 10^3 \Omega</td>
</tr>
</tbody>
</table>
It can be inferred from Figure 4 that the electrical resistance of the nanofibers decreases with an increase in the pyrolysis temperature between 450°C - 900°C. The first two data points; i.e., PAN pyrolyzed at 300°C and 400°C respectively, display only a slight difference in electrical resistance, and the resistance indeed increases with the highest resistance measured at 450°C. From this point the resistance drops rapidly as the pyrolysis temperatures are further increased between 600°C and 700ºC. After 700°C, there is no significant difference in the resistance. The difference in the resistance between 700°C, 800°C and 900°C are comparatively less.

A change in other physical properties of these pyrolyzed PAN nanofibers is also observed, such as the color of the pyrolyzed samples as the pyrolysis temperature is increased [Figure 3]. As the carbon content in the samples increases, it attains a more blackish color, which finally turns completely black after 700°C. The color change of the samples with increasing temperature can be attributed to the chemistry of the pyrolysis process. An elemental analysis was carried out to determine the amount of non-carbon components present and a sequence to their release during pyrolysis. The result of the elemental analysis is given in Table 2.

As expected the fraction of carbon in the nanofibers increases with increasing pyrolysis temperature, while the fraction of the other elements i.e. H, N and O decreases. In the carbonization process stabilized precursor fibers are converted into glassy carbon. About 50% of the non-carbon elements usually get volatized in the form of methane, hydrogen, nitrogen, hydrogen cyanide, water, carbon dioxide, carbon monoxide, ammonia and other gases [14]. As a consequence, the material shrinks and the overall surface to volume ratio is enhanced, rendering these nanofibers more suitable for sensing applications. Nanofibers undergo shrinkage with the increase in pyrolysis temperature due to mass-loss. A representative scanning electron micrograph of PAN nanofibers before pyrolysis compared to a sample carbonized at 600°C is illustrated in Figure 6. The SEM micrograph confirms that the average diameter of the fibers is ~500 nm before pyrolysis and ~200 nm after carbonization at 600°C.

**TABLE 2. Percentage of Carbon, Hydrogen, Nitrogen and Oxygen present in the nanofiber samples pyrolyzed at various temperature**

<table>
<thead>
<tr>
<th>Temperature</th>
<th>%C</th>
<th>%H</th>
<th>%N</th>
<th>%O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not Pyrolyzed</td>
<td>65.46</td>
<td>4.43</td>
<td>24.85</td>
<td>6.25</td>
</tr>
<tr>
<td>300</td>
<td>62.31</td>
<td>3.57</td>
<td>20.84</td>
<td>10.97</td>
</tr>
<tr>
<td>400</td>
<td>63.97</td>
<td>3.03</td>
<td>20.23</td>
<td>9.63</td>
</tr>
<tr>
<td>450</td>
<td>66.09</td>
<td>2.88</td>
<td>21.72</td>
<td>7.21</td>
</tr>
<tr>
<td>500</td>
<td>66.48</td>
<td>2.09</td>
<td>19.49</td>
<td>10.87</td>
</tr>
<tr>
<td>600</td>
<td>69.47</td>
<td>1.52</td>
<td>18.19</td>
<td>7.48</td>
</tr>
<tr>
<td>700</td>
<td>71.88</td>
<td>1.19</td>
<td>17.89</td>
<td>6.17</td>
</tr>
<tr>
<td>800</td>
<td>74.99</td>
<td>0.78</td>
<td>13.26</td>
<td>6.44</td>
</tr>
<tr>
<td>900</td>
<td>80.63</td>
<td>0.58</td>
<td>7.47</td>
<td>5.63</td>
</tr>
</tbody>
</table>
Figures 6 to 9 elucidate the chemistry of the carbonization of PAN. The initial chemical changes during the carbonization processes are illustrated in Figure 7 [7, 10]. When the fibers are further heated in an inert environment, the cross linking and aromatization reactions occur with gentle heat release [7, 10, 11]. The free radicals generated simultaneously cause rearrangement of the oxygen containing groups. The degree of aromatization can be increased at this stage, whereby carbon basal planes in the stabilized fibers begin to form and increase in dimension [7, 10, 11, 15].

The next stage of carbonization is the active pyrolysis stage in the region 450°C-550°C, where large quantities of free radicals are yielded because of the large scale random rapture of linear molecular fibers segments [7, 10]. As the carbon content in the fiber increases, the carbon molecules begin to crosslink in small zones.

In the final stage (i.e. in the region of 550-700°C), ladder polymer starts to crosslink into carbon basal planes to enhance aromatization [10] and form large networks of carbon basal planes. Above 700°C in temperature, the number of cross-linked carbon basal plane increases, and the carbon tends to become more graphitic.
Figure 10. A graphical representation of contribution of percentage increase of carbon and percentage decrease of oxygen in decrease of resistance of PAN-carbon intermediate materials

CONCLUSION & FUTURE WORK

In this work, nanofibers composed of PAN-carbon intermediate materials were successfully fabricated and characterized. The results obtained here confirm that there is a sudden change in the electrical properties of the intermediate material between 600°C and 700°C. For the first time, a correlation between the electrical properties and elemental analysis data has been reported through this work. It can help the researchers in understanding the chemistry of the pyrolysis process and can help them to obtain nanofibers that can feature pre-defined electrical conductivity and chemical composition. This data can also be utilized for fine-tuning the pyrolysis process to yield glassy carbon with highly improved structural and chemical properties.

In previous research within our group we have successfully fabricated single suspended PAN and SU8 derived CNFs on CMEMS electrodes that can be utilized for sensing purposes [5]. The electrospun nanofibers composed of the PAN-carbon intermediate materials reported here can be integrated with a CMEMS platform in a similar fashion, which will allow for a wider choice of electrical properties and chemical composition of a nanofiber sensor material.
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ABSTRACT

Titanium alloy Ti-6Al-4V is the most commonly used titanium alloy in the aerospace and biomedical industries due to its superior material properties. An experimental investigation has been carried out to evaluate the machinability of high performance aerospace alloys (Ti-6Al-4V) to determine their in service performance characteristics based on different machining strategies. Nearly 80-90% of the titanium used in airframes is Ti-6Al-4V.

The experimental design consist of face milling Ti-6Al-4V at 12 different combinations of cutting parameters consisting of Depth Of Cut (DoC)- 1, 2 and 3 mm; speeds- 60 and 100 m/min; coolant on/off and at constant feed rate of 0.04mm/tooth. Post machining analysis consists of cutting force measurement, surface texture analysis and metallographic analysis. The future work consists of in-depth investigation into the phase transformational reactions during machining.

INTRODUCTION

The metallurgy of titanium and its base alloys have been intensely researched over last 50 years. Titanium has unique properties such as high strength to weight ratio, good resistance to corrosive environments. It can be used over a wide range of applications due to its superior material properties. It is a strong metal with little ductility, lustrous and metallic white in color. The relatively high melting point makes it useful as refractory material. Several superior properties, such as exceptional thermal resistance, high load bearing capacity and ability to resist corrosion, of these materials categorize them as super-alloy. Typical engineering applications of titanium alloys include the manufacture of cryogenic devices and aerospace components. Titanium is not widely used as aluminium or steel as it is an expensive metal. It is the seventh most abundant metal found on earth’s crust. However, titanium is difficult to extract from its core, difficult to process and manufacture [1].

As the strength of the titanium is higher than the aluminium alloys, weight savings can be achieved when they replace aluminium despite the 60 percent higher density [1]. Titanium has low thermal conductivity; hence the heat generated by the cutting action does not dissipate quickly [2, 3].

Another property is strong alloying tendency or chemical reactivity with the most tool materials which causes rapid destruction of the cutting tool [2, 3].

LITERATURE REVIEW

Titanium exists in two crystallographic forms. At room temperature unalloyed titanium has a Hexagonal Close-Packed structure (HCP) crystal structure known as alpha phase. At 883°C this transforms to a Body Centered Cubic (BCC) known as beta phase [1]. The microstructure of Ti-6Al-4V before machining is shown in figure 1. The most noted chemical property of titanium is excellent resistance to corrosion, it is almost as resistant as platinum. The metal cannot be melted in open air, since it burns before the melting point it is reached. So melting is only possible in an inert atmosphere or vacuum [4].

When machining any component it is essential to satisfy surface integrity requirements. However during machining and grinding operations, the surface of titanium alloys is easily damaged of their poor machinability [5]. Aerospace components are mainly manufactured from big stock material by removing huge amount of material. Sometimes the weight ratio of stock material to final product becomes more than 50. Casting is the main process to produce stock material. The temperature gradient during cooling the huge casting of stock material generates residual stress. With the start of the machining process the residual stress starts to release and the machined part starts to distort [6, 7]. Aerospace components are generally made by removing huge amounts of scarf from big blocks of material. The near net shaping method is very difficult for most aerospace components due to complex physical shape, and high tolerance and good surface finish requirements [8]. Excellent examples of utilization of titanium because of volume constraints are the landing gear beams on the Boeing 747 and 757. The 747 beam is one of the largest titanium forgings produced. The preferable material for this
application would have been an aluminium alloy, such as 7075, as the cost would be much lower. However, to carry the required loads, the machined aluminium component would not fit within the envelope of the wing. Steel could have been used, but it would have been heavier, owing to the higher density [9].

Ti-6Al-4V has been workhorse of the titanium industry and probably 80% - 90% of the titanium used on airframes has been this alloy. It is used in fuselage, nacelles, landing gear, wing and empennage. Cobalt–bound tungsten carbide cutting tools are widely accepted as the best tooling for machining Ti-6Al-4V . The higher strength of Ti-6Al-4V would permit reducing the wall thickness, enhancing the weight savings [9]. Vanadium (V) is added to pure Ti to reduce the β transition temperature for stabilizing the β phase, and aluminium (Al) is added to increase the β transition temperature. Ti-6Al-4V consists of 6 wt% of Al and 4 wt% V. The β transition temperature of this composition is 995 °C; beyond this temperature it is 100% β phase [10].

The chips are witnesses of physical and thermal phenomena happening during machining. Their study is fundamental for a better understanding of the cutting process as well as to improve the surface integrity of the machined part. It is generally agreed that during metal cutting practically all the deformation energy is transformed into heat on the tool cutting edge. Some heat is transferred by conduction to the uncut material ahead of the tool, affecting the surface integrity of the machined element. At lower cutting speeds the chips are often discontinuous, while the chip becomes serrated as the cutting speeds are increased. The greater the cutting speed, the higher will become the temperature in the primary deformation zone. The resistance to crack propagation to the tool tip direction increases with the cutting speed [11]. Chinmaya R. Dandekar et.al [12] carried out hybrid machining, assisted with laser. In laser assisted milling the workpiece material is heated and softens before entering cutting zone. Two to three fold tool life improvements over conventional machining are achieved for hybrid machining up to the speed of 200 m/min as reported by the author. They established that by using the TiAlN coated tool in Laser Assisted Machining (LAM) and hybrid machining, 30% to 40% of overall cost saving can be achieved. This reduced the specific cutting energy by up to 20% and the surface roughness by 30% as compared to conventional machining.

Titanium alloys are generally difficult to machine at cutting speeds over 30 m/min, with HSS steel tools and 60 m/min with cemented tungsten carbide tools. Other types of tool materials, including ceramic, diamond and cubic boron nitride are highly reactive with titanium alloys, and as a consequence are not used in the machining of these alloys [13].

Based on the hardness, many tools are able to machine titanium alloys. But most of the harder tools, available in the market are not suitable to machine these materials due to chemical affinity, which causes chemical wear in the cutting tool. Furthermore, chips weld easily on the tool to form a built up edge (BUE) [11]. When it comes to the design of the cutting tool for machining titanium both the low heat transfer rate and the low modulus of elasticity must be taken into consideration. To combat these constraints, high shear geometry must be incorporated. Both high helix angle and radial rake angles combine to create a higher effective rake or sheer plane [3]. High temperature strength, very low thermal conductivity, relatively low modulus of elasticity, high strain hardening, poor dislocation motion through the microstructure and high chemical reactivity play an important role in machining mechanism of these alloys [14].

EXPERIMENTAL DESIGN

The experimental design consists of two parts. First is the material characterization and the second and final part involves machining trials. Material characterization includes spectrometry analysis, tensile test, bulk hardness test and material characterization of Ti-6Al-4V. Post machining processes include surface roughness test, chip morphology and

<table>
<thead>
<tr>
<th>Table 1. Chemical Composition of Ti-6Al-4V</th>
<th>Percentage (By wt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>4.22</td>
</tr>
<tr>
<td>Al</td>
<td>5.48</td>
</tr>
<tr>
<td>Sn</td>
<td>0.0625</td>
</tr>
<tr>
<td>Zr</td>
<td>0.0028</td>
</tr>
<tr>
<td>Mo</td>
<td>0.005</td>
</tr>
<tr>
<td>C</td>
<td>0.369</td>
</tr>
<tr>
<td>Si</td>
<td>0.0222</td>
</tr>
<tr>
<td>Cr</td>
<td>0.0099</td>
</tr>
<tr>
<td>Ni</td>
<td>&lt;0.0010</td>
</tr>
<tr>
<td>Fe</td>
<td>0.112</td>
</tr>
<tr>
<td>Cu</td>
<td>&lt;0.02</td>
</tr>
<tr>
<td>Nb</td>
<td>0.0386</td>
</tr>
<tr>
<td>Ti</td>
<td>90.0</td>
</tr>
</tbody>
</table>
microstructure analysis of machined alloy. The various elements present and the chemical compositions of the Ti-6Al-4V (in wt %) examined by spectroscopic analysis are given in Table 1. The measured mechanical properties, such as bulk hardness, tensile strength of the Ti-6Al-4V alloy are shown in Table 2.

Table 2. Mechanical Properties of Ti-6Al-4V

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ultimate tensile Strength (MPa)</td>
<td>887</td>
</tr>
<tr>
<td>Modulus of elasticity (x10^6 MPa)</td>
<td>11.3</td>
</tr>
<tr>
<td>Hardness (HRC/12mm/150 Kgf)</td>
<td>28-32</td>
</tr>
</tbody>
</table>

Table 3. Milling parameters of Ti-6Al-4V

<table>
<thead>
<tr>
<th>Milling Trial No</th>
<th>DoC (mm)</th>
<th>Speed (m/min)</th>
<th>Coolant</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>60</td>
<td>Off</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>60</td>
<td>Off</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>60</td>
<td>Off</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>100</td>
<td>Off</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>100</td>
<td>Off</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>100</td>
<td>Off</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>60</td>
<td>On</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>60</td>
<td>On</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>60</td>
<td>On</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>100</td>
<td>On</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>100</td>
<td>On</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>100</td>
<td>On</td>
</tr>
</tbody>
</table>

The workpiece material used in all the experiments of machining was a bar of dimension 150mm X 50mm X 18mm alpha-beta titanium Ti-6Al-4V alloy. The Titanium block was machined with different combinations of milling parameters, and the resulting cutting forces were measured using a Kistler dynamometer 9257B in this project. The machining trials consist of face milling Ti-6Al-4V at 12 different combinations obtained from the cutting parameters consisting of DoC-1, 2 and 3mm; speeds-60 and 100m/min; coolant on/off and at constant feed rate of 0.03mm/tooth. Twelve different combinations of speed, DoC and coolant used for machining are shown in the Table 3.

Milling was carried out in a universal line 5-axis CNC machine manufactured by Spinner U-620. The tool used for milling was a coated solid carbide end mill of 12mm diameter containing four teeth, manufactured product of ISCAR-IC900. The coolant used was a phenol-2.8% which is mixed with water in ratio of 1:10. The dynamometer senses the forces induced during the machining and sends this information back in the form of electrical signals to the amplifier, which converts data that will be displayed in form of graph onto the computer. Dynoware software was used with the Kistler’s dynamometer to study the cutting forces during machining operations. Post machining process consists of surface roughness analysis, microstructure analysis of the Ti-6Al-4V alloy. For easy handling of the small samples during polishing and microstructure analysis it was mounted. The cut samples were mounted with “Polyfast” material. Mounting was carried out in an automated mounting machine, where the sample was heated to a temperature of 180°C, 25 bar pressure for about six minutes and then rapidly cooled with water for about two minutes.

The workpiece material used in all the experiments of machining was a bar of dimension 150mm X 50mm X 18mm alpha-beta titanium Ti-6Al-4V alloy. The Titanium block was machined with different combinations of milling parameters, and the resulting cutting forces were measured using a Kistler dynamometer 9257B in this project. The machining trials consist of face milling Ti-6Al-4V at 12 different combinations obtained from the cutting parameters consisting of DoC-1, 2 and 3mm; speeds-60 and 100m/min; coolant on/off and at constant feed rate of 0.03mm/tooth. Twelve different combinations of speed, DoC and coolant used for machining are shown in the Table 3.

The measured cutting forces during machining of Ti-6Al4V alloy are plotted in form of a graph using Dynoware. The highest force was measured during wet machining operation with the large DoC and low feed rate. The lower the cutting forces involved, the better will be the productivity of machining. The higher the cutting forces, the higher will be the temperature flow in the tool, which rapidly causes the tool to failure in case of machining titanium alloy. One such graph obtained for 60m/min speed, 3mm DoC, dry machining is shown below in the Figure 2. Higher forces were recorded in case of wet machining when compared to dry machining; this is because of retardation of thermal softening of the workpiece by
the action of coolant. Cutting forces for dry and wet machining for DoC 3mm and 100 m/min speed is shown in figure 3.

From the experiment it has been studied that the tool wear is more in case of low speed machining compared with high speeds. The stress on the cutting edge also increases with the increase of cutting speeds due to the decrease of contact length and shear angle. It is noted that periods of large force fluctuations (dynamic force) occurred randomly during machining Ti-6Al-4V.

These fluctuations make the tool to vibrate, which would result in early tool failure. The fluctuations in cutting forces are evident more when the DoC is large and high cutting speed. Surface roughness for 60m/min and 100m/min, dry machining is shown in the figure 4. The surface roughness (Rₐ) value for 100m/min speed, dry machining is lower when compared to 60m/min, dry machining. That is, the high speed has better surface finish compared to low speed machining. Surface roughness values were compared between dry and wet machining operations as shown in the figure 5.

When comparing the surface roughness of dry machining with wet machining operation, it can be said that wet machining has a fine surface roughness value. By the action of coolant the chemical reactivity of titanium to the tool surface is reduced and also the cutting temperature is decreased which give rise to better tool action onto the surface of the workpiece.
A sample of machined Ti-6Al-4V alloy has been examined in SEM for the microstructure analysis. A picture of a Ti-6Al-4V sample examined after machining under SEM is shown in the figure 6. The SEM test was undergone for the sample machined at a speed of 100m/min and 1 mm DoC, dry machining. When comparing the SEM microstructure with the original alloy microstructure, phase transformation of beta and alpha alloy is seen. It states that the Ti-6Al-4V alloy likely to be tempered after machining.

Lamellar type light coloured alpha phase with dark coloured beta phase in between can be seen from the SEM microstructure of the machined sample. The mechanism of phase transformation in titanium during milling has to be studied in depth to improve the productivity in machining.

CONCLUSION

An experimental investigation was carried out to understand the machinability of the high performance aerospace alloys, which helps to improve the Ti-6Al-4V productivity in aerospace industries.

By conducting the orthogonal type end milling of Ti-6Al-4V alloy following results were concluded:

- Cutting forces in x, y, z axis increases as DoC increases and the cutting force is high for wet machining when compared to dry machining. By the application of coolant in machining the effect of thermal softening is reduced, which leads to higher cutting force. Therefore, reduction of cutting force in machining should be the aim to acquire higher productivity.
- Cutting forces measured while machining Ti-6Al-4V has force fluctuations, which is due to the higher strength of the workpiece material. These fluctuations in the cutting force produces higher tool wear.
- Cutting force is higher in case of high cutting speed compared to low cutting speed, which likely resulted in higher tool wear. Tool wear should be low enough to acquire high productivity. The maximum cutting forces was recorded at high cutting speed with large DoC.
- Surface roughness measurement showed that DoC-1mm produced lower surface roughness. This was achieved with high speed than the low speed with same DoC. This can be explained as that the specific cutting force needed to machine the material is more when cutting speed is high.
- Surface roughness for the Ti-6Al-4V material obtained by wet machining was low compared to the dry machining. The use of coolant in machining reduces the tool-workpiece temperature. Also the chemical affinity of titanium alloy to the tool is reduced with the use of coolant. So, fine surface texture was obtained when machining with the application of coolant.
- When examining the microstructure of the machined Ti-6Al-4V alloy under SEM, phase transformation in the microstructure is likely visible when compared with the original SEM microstructure. Lamellar type light coloured alpha phase was seen with dark coloured beta phase in between in SEM microstructure. This showed that the alloy has been likely tempered which resulted in lamellar like beta phase microstructure.
- Chemical affinity of titanium alloy to the tool was seen more when machining in dry conditions. This was reduced
in the case of wet machining, as the coolant washes away in between the tool-workpiece interface and the chips.

![SEM microstructure image of machined Ti-6Al-4V alloy (Sample ID: 12)](image)

Figure 6. SEM microstructure image of machined Ti-6Al-4V alloy (Sample ID: 12)
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ABSTRACT

Among a broad spectrum of additive manufacturing (AM) technologies, powder-bed electron-beam-melting (PB-EBM) AM uses a high-power electron beam to melt and fuse metal or alloy powders to fabricate, layer-wise, a solid subject with geometry from electronic data. Metal AM greatly expands the capability of AM from rapid prototyping to direct digital manufacturing of functional engineering components. Different alloys such as Ti-6Al-4V have been widely studied for a variety of applications in aerospace, medical and automotive industries, etc. Despite unique advantages such as producing complex geometry designs and tooling-free production, there are still considerable challenges in metal AM, e.g., part accuracy and properties, as well quality consistency.

In a research project focused on the PB-EBM AM, several aspects critical to the process performance and part properties have been studied including powder characterizations, thermal modeling and process temperature measurements. Ti-6Al-4V powders from different conditions were studied by metallography and scanning electron microscopy. Finite element analysis (FEA) was applied to model the thermal phenomena for build part temperature simulations. Moreover, a near-infrared (NIR) thermal imager was employed to measure part surface temperatures during the build process. The results obtained so far indicate the following. (1) Metal powders have a much lower thermal conductivity compared to the solid counterpart because of porosity. (2) FEA simulation is capable of predicting build part temperatures and the melt pool sizes. (3) The developed NIR thermography is able to measure part surface temperatures, of high spatial resolution, around the electron beam scanning area during the build process.

INTRODUCTION

Additive manufacturing (AM) based on “layer-by-layer” fabrication is a group of technologies, by which physical solid parts are made directly from electronic data, generally files from computer-aided design (CAD) software. This group of technologies offers many design and manufacturing advantages such as short lead time, design freedom in geometry, and it is tooling free. Powder-bed electron-beam-melting (PB-EBM) is a relatively new AM technology [1]; it utilizes a high-energy electron beam, as a moving heat source, to melt and fuse metal powders and produce parts in a layer-building fashion. In building each layer, the processes involve powder spreading, pre-heating, as well as contour and hatch melting. In powder spreading, a metal rake is applied to uniformly distribute one layer of powders. Then, pre-heating is applied using a single beam at a high speed (15 m/s), with multi-pass scans, to reach a high temperature across the entire powder-bed surface. Following pre-heating, contour/hatch-melting stages take place, during which electron beams, either multiple split or single, move across the powder-layer surface tracing the model cross-section contour and then raster-scan through the inside of the contour at a lower scanning speed (e.g., 0.5 m/s). Once a build is completed, the system is cooled down and then the entire powder bed is retrieved from the machine for cleaning: sand blasting to clean off sintered powders from the build part. In post-processing, support structures, if any, will be removed, mostly by a mechanical means. PB-EBM is one of a few AM technologies capable of making full-density metallic parts, which drastically broadens AM applications in a wide variety of industries [1, 2].

Despite the advantages and potential benefits of PB-EBM AM, there exist several challenges for effective usage and widespread applications. In this paper, three technical aspects that have been studied from this PB-EBM AM research program are reported with methodology and current results discussed; they are powder characteristics (porosity and thermal conductivity), process thermal characteristics from the model, and from experiments, near infra-red thermography. The overall goal is to develop correlations between feedstock metal powder characteristics, thermal process modeling/metrology, and properties of PB-EBM AM parts for process and part quality control.

Different from laser-based metal AM processes, the EBM process applies the preheating to sinter the precursor powder layer by using electron beam at a low power and a high speed. According to the study by Cormier et al. [3] and Rodriguez et al. [4], the preheating serves with two purposes, holding the metal powders in place during subsequent melting and reducing the thermal gradient between the melted layer and the rest of the build part. The microstructure characterization of preheated sintered powders has been attempted in the current
study. Moreover, it is known that the thermal properties of metallic powders are significantly different from those of the corresponding solid bulk material [5, 6], especially, the thermal conductivity. Also, the thermal properties of metal powders are strongly temperature dependent. In addition, the EBM process operates at a high vacuum, and thus, the thermal conductivity of powders is not the same as in a gas surrounding [7]. Tolochko et al. [8] investigated the mechanisms of selective laser sintering of Ti powders and heat transfer in vacuum conditions. Accurate powder properties are desired to better simulate the thermal process. In the current research, the thermal conductivity of pre-heated Ti powders has been tested experimentally to support the thermal model.

Due to high energy intensity, complex heat transport modes and nonlinearity of the problem, simulations of the thermal phenomenon in EBM are an interesting, though challenging, research task. In general, the heat source, from electron beam interactions, is modeled as a conical volumetric heat flux underneath the workpiece surface [9-12]. The intensity is approximated as a Gaussian distribution horizontally and decays linearly with the depth [13, 14]. To account for radiation, Sih and Barlow [15] developed a porosity dependent model to predict the emissivity for different material conditions and environments, thus porosity dependent thermal properties can be applied. Zäh and Lutzmann [9] developed a simplified mathematical-physical model using an FEA method based on the general heat conduction equation and a mathematically abstracted heat source model. Melt pool geometry, as a function of various combinations of the beam scan speed and the beam power, was investigated. Shen and Chou [16] developed an FEA model, incorporating Gaussian heat flux distribution, fusion latent heat, and both porosity as well as temperature-dependent thermal properties, to simulate the transient heat transfer in the EBM. The FEA model was then used to evaluate the powder porosity effects on the temperature distributions and history. The simulated results showed a larger melt pool size with higher temperature in the powder layer than solid layer. With the increase of powder porosity, the melt pool temperature increased simultaneously. Chou [17] recently applied the developed FEA model [10] to explore the thermal characteristics during the EBM affected by different thermal properties. The results showed that the melting temperature could be the most dominant factor to the melt pool size for work materials of low conductivity, for materials of very high thermal conductivity such as copper, the role of the thermal conductivity may outweigh the melting point to strongly affect the melt pool size. In this research, different sets of process parameters in EBM were conducted to simulate the process parameters effects on the melt pool geometry.

The ability to measure the temperatures that occur during the EBM build process is an essential capability in order to verify process models, predict part microstructure, and develop feedback control systems. Thermocouples and several types of infrared cameras have been used to measure process temperatures in various types of AM processes. Because AM involves a fast, transient heat source, the limited spatial temperature resolution and slow response time of thermocouples limits their use when monitoring AM processes. Non-contact infrared (IR) imagers have been utilized in AM temperature measurement because of their excellent spatial temperature resolution and fast response time. Infrared cameras sensitive in the near-infrared (NIR) spectrum (0.8-2.5 µm) are better suited for measuring high temperatures (>1000 K), and also provide the benefit of being less sensitive to surface emissivity. Schwerdtfeger et al. (2012) [18] used a FLIR A320 infrared camera with a resolution of 320 × 240 pixels and a spatial resolution of 0.83 mm per pixel to detect flaws during an EBM process. The IR camera captured images of the powder bed surface after the completion of each layer being investigated. The captured IR images had low resolution; however, the general locations of flaws were detectable. Rodriguez et al. (2012) [4] used a FLIR SC635 infrared camera with a resolution of 640 × 480 pixels and a spatial resolution of 350 µm per pixel as part of a feedback control system for an Arcam A2 EBM system. They also captured images of the part after each layer of interest was completed. Non-uniform temperature distributions were easily identified with the IR camera. In the current research, an NIR camera has been employed to capture images of the EBM build process including the preheating, contour melting, and hatch melting portions of the layer fabrication process. The repeatability of the temperature measurements is studied as well as effects from build height.

**TECHNICAL STUDIES**

**Powder Characterization**

The raw material used was Ti-6Al-4V powders. A simple CAD model was designed (hollow disk) to preserve powders from preheating, as can be seen from Figure 1. The preheat temperature was about 730 °C, and the process lasted for about 5 s. After the preheating process, the samples were sectioned and mounted with epoxy. Fine polishing was applied, and an optical microscope (OM) and a scanning electron microscope (SEM) were used to observe the microstructures of the powders. Etching was applied using the Kroll’s Reagent in order to reveal the phase information of the preheated powders.

![Figure 1. Illustration of the Sample Containing Powders from Preheating](image)

For the raw material, fine powders, with a diameter normally between 45 and 100 µm, were used. Figure 2 shows
the SEM image of Ti-6Al-4V raw powders: particle distributions (Figure 2(a)) and a single powder (Figure 2(b)). Small satellite powders are located around larger powders. During each layer build, a layer of powders is formed first, followed by preheating for powder sintering, prior to each layer deposition. A typical layer thickness is in the range of 0.07 to 0.15 mm.

![Figure 2](image)

Figure 2. SEM Images of Ti-6Al-4V Powders: (a) Particles with Different Sizes and (b) an Individual Particle

After preheating, a certain extent of inter-particle cohesion or aggregation is expected to be formed. Figure 3 shows SEM images of the aggregated powders of the powder-bed sample. The necks could be seen clearly at the build surface. The diameter of the necks is on the order of 1 µm to 10 µm. The metallurgical connection or partial melt is expected to occur during the preheating process. The morphology of the powder-enclosed sample is shown, after metallographic preparations, in Figure 4. The necks are shown between some powders, although pulling-out of some powders happened due to mechanical polishing. He et al. [19] did the research on the microstructure of the EBM Ti-6Al-4V powders. The authors found that the powders satellite particles in interspace are connected to large spherical particles, consistent to observations from this study.

![Figure 3a](image)

Figure 3(a). SEM Images of Sintered Powders

![Figure 3b](image)

Figure 3 (b). SEM Images of Sintered Powders (inset)

![Figure 4](image)

Figure 4. OM Image of Polished Powder Specimen

After etching, the phases in the alloyed powders are revealed. Generally, the microstructure has a basketweave morphology and intergranular structures, as seen in Figure 5, which are comparable to the microstructure of solid Ti-6Al-4V [20]. Ti-6Al-4V is an $\alpha+\beta$ alloy and its microstructure is strongly dependent on its thermal history. The primary phase is body-centered cubic $\beta$. When the $\beta$-transus temperature is reached, the transformation into the hexagonal closed-packed $\alpha$ phase begins [21]. In the microstructure (Figure 5), the light region is $\alpha$ phase, and the dark area corresponds to the $\beta$. For the raw powders, the primary phase is the bulk $\alpha$ phase.

![Figure 5](image)

Figure 5. OM Images of Powder Sample after Etching: (a) Powder Population and (b) Single Powder
In addition, an approach has been attempted to investigate the thermal properties of powders, as in the powder-bed condition, using a thermal analyzer. Specimens of hollow block (40 mm by 40 mm by 13 mm with 2.54 mm shell thickness) were designed using CAD software and further fabricated using an EBM system (S12 from Arcam) with Ti-6Al-4V powders and default process parameters (70 um layer thickness), with 13 mm dimension along the Z direction (build direction). A solid piece of the same overall dimensions was fabricated as well to evaluate the thermal conductivity of solid Ti-6Al-4V.

The hollow and solid specimens were measured with thermal properties at different temperatures (up to 750 °C), using a T2500S thermal analyzer by ThermoTEST. The results are summarized in Figure 6 below. It is first noticed that the thermal conductivity of solid Ti-6Al-4V is about 6.2 W/m·K at room temperature, which is close to literature data. The thermal conductivity is also found isotropic for the solid piece. With increased temperatures, thermal conductivity values increase, to around 10 W/m·K, at 750 °C, which is not as high as reported in literature (~15 W/m·K). For the powder-contained specimen, the overall bulk thermal conductivity can be measured. With the thickness of powder and solid portions and the thermal conductivity of solid, the true powder thermal conductivity can be analyzed using the “series of heat conductance” method.

The results, also shown in Figure 6, demonstrate that metal powders have substantially lower thermal conductivity, about 2.7 W/m·K at room temperature and less than 4.0 W/m·K at 750 °C. Multiple measurements were acquired and the results are very repeatable, e.g., 2.1% standard deviation at 750 °C for the solid piece. The results support the hypothesis that thermal conductivity is very sensitive to the powder geometry characteristics, most likely porosity. For this testing, the calculated porosity is about 50%, based on the density ratio between the powder portion and solid.

Since the powder-containing specimen has a solid shell around the circumference, the heat loss toward the radial direction may affect the measured effective thermal conductivity along the build direction in calculating the true powder thermal conductivity. Moreover, the sintering effect is expected anisotropic too, and thus, it is interesting to evaluate thermal properties along the build direction (major heat dissipation direction). Additional testing was conducted to insulate the circumferential areas to minimize lateral heat flow, and approximate the unidirectional heat conduction. The measurements gave a true powder thermal conductivity, along the build direction, of 0.63 W/m·K at the room temperature and 2.44 W/m·K at 750 °C, about 25% of solid Ti-6Al-4V. This initial study unambiguously proves that metal powders will have significantly lower thermal properties, primarily thermal conductivity, that drastically affects the thermal behavior during electron scan melting. Moreover, the proposed method is able to obtain the thermal properties of materials as in the powder-bed packing condition, which is important in improving the model prediction capability.

**Figure 6. Measured and Analyzed Thermal Conductivity of Ti-6Al-4V Specimens: Solid and Powders**

**Process Simulations**

A three-dimensional (3D) FEA thermal model was developed and implemented in ABAQUS 6.11, to comprehensively study the thermal process of EBM. Figure 7 below shows the simplified simulation domain illustrating the process and model. On top of the substrate a thin powder layer has been modeled and been considered as the latest added powder layer, the substrate base material is considered as the solid materials since it has been deposited in this model. The electron beam heating, simulated as a moving conical body heat source with Gaussian distribution horizontally and decaying linearly, starts at the top powder layer surface and scans along the x-direction with a given constant speed. Since the EBM process is in vacuum environment, the convection between the workpiece and environment is not considered, only the thermal radiation is considered in the heat transfer mode between the model and surroundings.

A user subroutine of DFLUX, which can read simulation time step and model coordinates, is used to determine the domain of the volumetric heat flux. To provide a better understanding of the EBM thermal process, temperature-dependent material properties have been considered in the simulation. The detailed modeling set up and material property information can be found in [16]. A uniform temperature distribution of $T_{\text{preheat}}$, has been assigned to the solid substrate and top powder layer as the thermal initial condition.

**Figure 7. Simplified Simulation Process [16]**
The thermal model was then applied to evaluate the effects of process parameters (beam speed \( V \), beam power \( P \) and beam diameter \( D \)) on the melt pool geometry for the case of Ti-6Al-4V in EBM. Other process parameters, such as layer thickness, powder porosity, and preheat temperature, etc., are listed in Table 1.

Table 1. Process Parameters Used in Simulation [16]

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorption efficiency, ( \eta )</td>
<td>0.9</td>
</tr>
<tr>
<td>Powder layer thickness, ( T_{layer} ) (mm)</td>
<td>0.1</td>
</tr>
<tr>
<td>Porosity, ( \phi )</td>
<td>0.45</td>
</tr>
<tr>
<td>Beam penetration depth, ( Pd ) (mm)</td>
<td>0.1</td>
</tr>
<tr>
<td>Preheat temperature, ( T_{preheat} ) (°C)</td>
<td>730</td>
</tr>
</tbody>
</table>

For each simulated result, the thermal transient temperature distribution phenomenon can be considered as a quasi-steady state if the scanning path is long enough. Then, the Ti-6Al-4V liquidus temperature is used to define melt pool boundary. Based on the liquidus-boundary, the melt pool geometry (length, depth, and width) can be obtained. Figure 8 shows a schematic diagram representing a melt pool geometry. It is generally a 3D cross-sectional view (cutting through the electron beam scanning centerline), with temperature legends adjusted to highlight the melt pool boundary. The melt pool length, width and depth are strongly affected by process parameters. Figure 9 lists several simulated cases under different combinations of process parameters for their effects on the melt pool sizes.

From the heat input consideration, it is intuitive that a higher beam power will increase the temperatures and the melt pool size since more energy is absorbed into the part. To show the effects of the beam power, three beam power values, from 120 W to 360 W, have been tested with the same beam speed and diameter. The results from Figure 9(a) demonstrate that the melt pool dimensions (length, depth and width) generally increase with the increase of the beam power. The maximum temperature also increases at the same time.

A reduced maximum temperature and heat penetration can be expected with the increase of the beam diameter due to the decrease of the beam energy density. The effect of the beam diameter could be seen from Figure 9(b). It presents that the melt pool size increases in width but decreases in depth and length with the increase of the beam diameter. The maximum temperature also decreases with the increased beam diameter.

Since a faster scanning velocity may cause a lower beam energy density per unit time, a lower temperature distribution along the scanning path will be anticipated. Figure 9(c) shows that, the temperature decreased with the increase of beam velocity; meanwhile, the melt pool size becomes smaller in all dimensions.
An Arcam S12 EBM machine at NASA’s Marshall Space Flight Center was used to build the test parts. Temperature measurements of the EBM process were made with a LumaSense MCS640 NIR infrared camera. The NIR camera has a spectral range of 0.78 – 1.08 µm and a 640 x 480 pixel uncooled focal plane array (FPA) sensor. The image capturing system has a maximum frame rate of 60 Hz and a detectable temperature range of 735 – 2446 °C which is divided into three temperature ranges: low (735 – 1108 °C), medium (1057 – 1485 °C), and high (1503 – 2446 °C). The camera has a lens with a minimal 500 mm working distance and a view area of 31 mm x 23 mm at 500 mm distance. The camera was calibrated with the glass in the viewport of the EBM machine so that a transmission rate of unity will correctly account for the transmission losses due to the glass. The powder material used was Ti-6Al-4V. The emissivity of the surface is unknown so measurements were taken with assumed emissivities of 0.35 and 0.5. The integration time of the image capturing system is 16.25 ms, 1.7 ms, and 50 µs for the low, medium, and high temperature ranges respectively. The data acquisition system consists of a laptop and an Ethernet cable, connected with a gigabit Ethernet express card.

The NIR camera is mounted on a tripod and positioned to look downward through the EBM machine’s viewport onto the build platform. The camera is vertically inclined at 35° from the surface normal with minimal roll angle and horizontal yaw. More detail on the experimental setup may be found in Price et al. (2012) [22]. The EBM machine contains a heat shield that is placed between the viewport and the build platform. This heat shield has a cutout for viewing the build platform but that cutout is obstructed with vertical bars. Three of these bars were cut to provide a clear view of the build platform, but interference from a single bar was still observed during testing.

The different temperature ranges of the NIR camera are each uniquely suited for imaging the various stages of the fabrication process. The low temperature range is best suited for preheating, the medium temperature range for contour melting, and the high temperature range for hatch melting. Examples of NIR images of the various portions of the EBM process are shown in Figure 10. The images are from the fabrication of a 30.48 mm x 25.4 mm solid cross section. The spatial resolution of the NIR images is determined by identifying the edges of the part during the contour melting phase, then determining the number of pixels between these edges. The average horizontal and vertical spatial resolutions of the images are found to be 46.8 µm/pixel and 66.2 µm/pixel respectively. The vertical spatial resolution is larger due to distortion caused by the 35° tilt of the camera.

A two-dimensional (2D) temperature profile along the scan path during hatch melting is generated for each hatch melting frame. The profiles were aligned with each other and averaged for each build layer whose fabrication is recorded. An example of one of these average temperature profiles is shown in Figure 11.
CONCLUSION

In this study, Ti-6Al-4V powders used in EBM, in a sintered state, have been characterized. The thermal conductivity of sintered powders has also been analyzed. In addition, a developed 3D thermal model was applied to investigate process parameter effects on the part temperatures and the melt-pool sizes. Moreover, a near infra-red thermal imager was utilized to develop thermography for process temperature measurements. Some primary findings are listed below.

(1) The calculated porosity for the powders is about 50%. The metal powders have significantly lower thermal conductivity than that of solid. It may drastically affect the thermal behavior during electron scan melting. Also, the thermal conductivity is highly temperature dependent for the powders: about 0.63 W/m·K at room temperature and less than 2.44 W/m·K at 750 °C.

(2) A higher beam power will increase the maximum temperature and the melt pool size. However, the increase of the beam diameter or scanning speed results in a reduced maximum temperature and heat penetration. With the increase of the beam speed, the melt pool size becomes smaller in all dimensions. On the other hand, the melt pool size increases in width, but decreases in depth and length with the increase of the beam diameter.

(3) The part surface temperature during the EBM process has been successfully measured with high spatial resolution using the NIR thermography. The different temperature ranges of the NIR camera are suited for imaging the various stages (preheating, contour and hatch melting) of the EBM fabrication process. Analyzed 2D temperature profiles along the beam path, at the beam center, show results as a moving heat source condition, with a plateau region corresponding to the liquidus-solidus temperatures.

Future studies will be focused on integrating the powder thermal characteristics, thermal simulations and NIR...
temperature measurements to develop process parameter envelop for effective usage of the PB-EBM technology.
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ABSTRACT
There is no denying over that the last 25 years globalization has spread to more industries than ever before. One of the industries most affected has been steel production. While in years past, much of United States construction steel came from the US, Western Europe, or Japan, this is not the case today. Many new countries such as China, South Korea, and India have entered the global steel market, and are eating into the market share formerly held by the regions listed above. Globalization has served to keep the price of steel in check; however, concerns with regards to quality have been raised. Past incidents have proven that not all steel is fabricated to the specification it claims to be. So the question becomes, how can engineers ensure materials are up to specification?

Nowhere are these quality concerns more apparent than in process industries, such as oil refining and gas production. Safety and operability concerns lead these companies to become incredibly sensitive to material quality. Past accidents have proven that ensuring the material ordered is in compliance with its specification is of the utmost importance.

So how can engineers verify that material properties match what was ordered? The first step in this process is to know how these materials are manufactured and tested. The second step is to take additional action when a fear of incorrect material properties is present, such as testing by an independent party to confirm vendor results. Utilizing trusted quality assurance procedures also helps to verify a consistent, quality product. Taking these steps can reduce material quality concerns. Once this due diligence is performed, the purchaser may utilize low cost labor source countries effectively, without sacrificing quality of safety of the final product.

INTRODUCTION
Globalization is changing the way the world economy works. Materials are no longer bought locally. Purchases can now be done over the phone or internet, around the world, without ever setting foot in the product’s manufacturing plant. The construction industry has changed in light of this globalization. With this change, new challenges and opportunities have arisen. One of the most prominent challenges that has arisen due to globalization of manufacturing is that of counterfeit or substandard materials. This has caused the process industry particular strife, since a failure in construction material is nearly always unacceptable and can lead to serious safety and economic consequences. This is especially true in boiler, pressure vessel, and pipe fabrication. While this paper focuses on all substandard and counterfeit materials, the conclusions and recommendations drawn are targeted for purchasers and end users of vessel-grade steel plate and forgings.

GLOBALIZATION
Due to the changing economic climate from increased globalization, the world economy has drastically changed. Between 1980 and 2011 the World Trade Organization estimated that global exports of total merchandise increased from $2.03 trillion to $18.29 trillion (in current prices) [1]. Globalization has had a major impact on many industries, including that of steel production. Over this same time period, global steel exportation grew from a $77 billion to a $527 billion market. In the same 31 years, the exported total value of steel from China alone grew $55.23 billion. Steel exports from India and Brazil increased by $13.25 billion and $11.66 billion, respectively. Over this time, US steel imports increased from an $8.15 billion market in 1980 to a $40.94 billion market in 2011. In 1980, the largest steel exporting country in the world was Japan. Germany and France were second and third, respectively, with the US ranking sixth. China was not even in the top 10. By 2011, China was the largest exporter, outpacing second ranked Japan by 19% and well past the US at tenth [2].

As previously noted, the largest amounts of growth have come from countries that organizations, such as the International Monetary Fund, would label as developing economies. Developing economies now produce a majority of the world’s steel. Developed economies represent only 3 of the top 10 steel producing countries. These figures are shown in Table 1.

As previously noted, the largest amounts of growth have come from countries that organizations, such as the International Monetary Fund, would label as developing economies. Developing economies now produce a majority of the world’s steel. Developed economies represent only 3 of the top 10 steel producing countries. These figures are shown in Table 1.

This globalization has served to keep the price of steel in check. Rising prices of steel from traditional exporting countries like the United States or Japan have led purchasers to consider new manufacturers. The change in origin of materials
has brought new challenges for manufacturers and purchasers alike. Purchases are now made around the world, not from across the country which has made it more difficult for quality auditing to be performed. If purchasers are not careful, they can buy materials from an inferior, or worse, unscrupulous manufacturer. Purchasing of materials then becomes similar to purchasing a car without a test drive, or purchasing a house without a walkthrough. To resolve some of these challenges, thorough supplier quality procedures have been developed.

The great fear for a purchaser is whether or not material purchased truly conforms to the specified standard. Materials that do not meet the specified standard are classified as either counterfeit or substandard.

### COUNTERFEITS AND SUBSTANDARD MATERIAL

As globalization has risen, so has counterfeiting. Little research into why the overall quantities of counterfeit materials rose as globalization did has been completed; however, one can make the inference that since globalization rose predominately as a means to reduce production costs, counterfeiting became the ultimate cost reducer, as licensing fees, third party certifications, or expensive elements of production have been omitted altogether. Laypeople may consider counterfeiting simply to be an issue for clothing and consumer electronics manufacturers; however, the construction industry has not been immune to this practice. Senator Orrin G Hatch (R-Utah), stated in a 1995 press conference, “Perhaps most troubling is the widespread threat counterfeiting poses to public health and safety. Few Americans truly appreciate the significance, scope, or consequences for this crime” [3]. Past events have proven unscrupulous manufacturers will deliberately use counterfeit materials as a method of reducing productions costs, as evidenced by the examples below.

In 2004, Ralph Michael Cooper was sentenced to two-and-a half years in prison for selling counterfeit helicopter parts to the U.S. military [4]. Cooper was awarded a defense contract in which he was to provide seals for Black Hawk and Sea Hawk helicopters. Instead of being purchased from the military’s approved manufacturer, Cooper deliberately sourced the parts from a Taiwanese company, and sold the parts to the military at 20 times his cost.

In the 1990’s, the FAA estimated that 2% of the 26 million parts installed annually on airplanes were counterfeit. The parts were either considered to be made of substandard materials, made using forged documentation, or both. In 1991, a United Airlines mechanic discovered bearing-seal spacers for Pratt & Whitney jet engines that were counterfeit. The parts dealer, Gary Shafer, who pled guilty to trafficking counterfeit goods, had used phony OEM boxes and labels when selling parts [5].

22,848 seizures of merchandise were made by the US Customs in 2012. The total estimated value of these seizures was $1.26 billion. China was identified to be the largest source country, accounting for 72% of the seized goods. Hong Kong was second with a total of 12% of seized goods [6].

Counterfeit materials can be separated into three classes. First, manufacturers use the marking and design of a legitimate company or standard. Purchasers assume they are getting a known commodity, but the products typically lack the quality the purchaser expects. Second, parts are made to appear new. Third, material simply does not meet the requirements of its stated specification. The third class is also defined as substandard material.

At first glance, these items would seem to be unrelated, other than each presents the end user with a higher propensity towards failure. A problem with materials, especially forging and plate materials, is that they are often branded in a different way than other items, such as consumer electronics. One may be able to review by visual inspection the difference between a genuine and counterfeit OEM phone or clothing items, but the same review is often inconclusive when regarding pressure vessel plate. Some organizations do not differentiate language between counterfeit or substandard materials. The FAA, for instance, calls parts unapproved when they lack proper paperwork, rather than identifying true counterfeits versus genuine parts that simply have missing paperwork from the manufacturing process [5].

If the materials received are counterfeit or substandard, the recourse is still the same for a pressure vessel end user. Actions must be taken to confirm the safety and reliability of equipment. To minimize both cost and schedule impacts, the course of action is to perform extra non-destructive examination (NDE). The worst-case scenario (financially and schedule-wise) would be that of a total replacement. Between these two extremes, extra samples could be generated for in addition to NDE, and destructive testing could be used to

---

**Table 1. Steel production of developing and developed economies, 2012 [13]**

<table>
<thead>
<tr>
<th>Country</th>
<th>2012 Total, in thousand metric tons</th>
<th>World Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td>107,234.68</td>
<td>2</td>
</tr>
<tr>
<td>United States</td>
<td>88,958.34</td>
<td>3</td>
</tr>
<tr>
<td>Germany</td>
<td>42,661.26</td>
<td>7</td>
</tr>
</tbody>
</table>

**Table 2. Largest Steel Producing Countries, Developing Economies**

<table>
<thead>
<tr>
<th>Country</th>
<th>2012 Total, in thousand metric tons</th>
<th>World Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>China</td>
<td>708,784.00</td>
<td>1</td>
</tr>
<tr>
<td>India</td>
<td>76,715.00</td>
<td>4</td>
</tr>
<tr>
<td>Russia</td>
<td>70,607.90</td>
<td>5</td>
</tr>
<tr>
<td>South Korea</td>
<td>69,320.59</td>
<td>6</td>
</tr>
<tr>
<td>Turkey</td>
<td>35,884.51</td>
<td>8</td>
</tr>
<tr>
<td>Brazil</td>
<td>34,682.00</td>
<td>9</td>
</tr>
<tr>
<td>Ukraine</td>
<td>32,910.75</td>
<td>10</td>
</tr>
</tbody>
</table>
confirm material properties. However, extra material is not always available to generate a sample from the same material heat. Because the recourse for counterfeit or substandard materials is the same, often times the end user is unable to determine the root cause. An end user in the process industry is generally too concerned with trying to get a plant up and running, not using valuable time performing a full investigation to determine if materials are substandard or counterfeit. This investigation for this study found little evidence to show what investigatory practices are used by end users to determine if materials are indeed counterfeit or substandard.

With regards to steel, some manufacturers view producing substandard or counterfeit grade materials as an initial step towards becoming a legitimate supplier. Consider the Japanese manufacturing industry, which after World War II was considered to be inferior. Over time, Japan developed from a low-cost manufacturing region into one of the world’s highest quality manufacturing sources. Interviews have shown that some manufacturers view this Japanese model as a legitimate business plan [7]. This is obviously a practice that cannot be condoned, as deliberately producing inferior steel puts end users safety in jeopardy.

The largest source country of counterfeit goods in the world is China. There are many reasons for continued counterfeiting in China, including the troubling practice of local government support or condoning of the counterfeiting practice [8]. The national government of Beijing creates laws and regulations that appear a sincere effort to stem the counterfeiting of goods; however, in some local economies within China, counterfeiting is such a large portion of the local economy that strictly enforcing counterfeiting laws would severely impact unemployment levels. Because of this, local municipalities are found to provide ineffective law enforcement regarding counterfeiting and can even defend counterfeiting stridently [8].

Being aware of counterfeiting that exists in the manufacturing industry helps the purchaser better understand how to reduce counterfeiting risk. Knowing in what instances counterfeiting is more likely to occur leads the purchaser to avoid these situations or provide more oversight of the manufacturing process. This additional oversight reduces the risk of a manufacturer counterfeiting materials, and thus reduces the risk of failure-prone materials ending up on a jobsite.

**MATERIAL MANUFACTURING PROCESSES**

In order to understand where counterfeit and substandard materials come from, a purchaser must first understand how materials are made. The target audience of this study is purchasers and end users of vessel-grade steel plate and forgings. Thus, the manufacturing processes and material standards considered will focus on these materials.

Figure 1 shows a sample plate manufacturing process with material arriving as a slab or as a raw bulk quantity. Once the final products are formed, mechanical and chemical testing is performed to confirm the properties of the materials. This documented testing is the basis on which buyers and end-users ensure the materials received are as specified.

![Figure 1. Sample Plate Manufacturing Process [14]](image)

While Figure 1 shows part of a forging process, it does not show the complete sourcing process. The manufacturer who forms this forging needs to start with raw material. The raw material may be sourced from within the same company or an outside producer, which is where questions form regarding the true meaning of origin of materials. The mechanical and chemical tests for the final product are done after the final plastic deformation is performed [9]. Samples must be subject to the same plastic deformations as the finished product, per ASME and ASTM specifications [9].

Is the origin the point where the original metal is melted, or is it where the final manufacturing steps are done? Why do some purchasers specify melted and manufactured in approved regions, as opposed to manufactured and tested? By specifying that raw material is sourced from an approved region, the purchaser can assure some fear that the raw material could be out of specification or counterfeit from the start. Requiring raw material be sourced from an approved region can protect the purchaser from potential delays that could occur due to a failed mechanical or chemistry test. This also allows the purchaser to maintain a tighter control of custody of the order from start to finish. While there are benefits to specifying raw material be sourced from an approved region, the general trend is to specify that the material be manufactured and tested in an approved region.

As stated, mechanical and chemical tests are performed to ensure compliance with specifications. Tables 2 and 3 show samples of ASME requirements for SA-516-70 steel from the 2013 edition of ASME Section II. SA-516-70 is a common carbon steel plate found in pressure vessels.
Mechanical and tensile test results are derived from testing done using material shaped to specific ASTM standards [10]. These samples are stretched using a tensile testing machine until they are stressed to their failure point. The final applied force is recorded to determine the material’s tensile strength.

Chemical testing is also performed by destructively testing sample material to determine the quantities of each element in the steel. It is important to note that both mechanical and chemical testing for ASTM standards are destructive processes. If a plate arrives at a fabrication shop with insufficient testing documentation, some of the material can be sacrificed to confirm mechanical and chemical properties. Confirmation of mechanical and chemical testing can only be done if the manufacturer has material to spare. Unlike plate and steel, with forgings there is rarely material to spare for testing purposes on a finished product.

Chemical testing for certain substances can be performed with a heat analysis or product analysis. Heat analyses are performed on an entire batch of materials that come from the same raw material billet. If many end products are made from the same material, a heat analysis is the more economical method. A product analysis is a chemical analysis of the semifinished or finished product [9]. Because the product is closer to its finished state, a larger allowable range for certain elements is allowed to account for deviations associated with analytical reproducibility [11]. This is the benefit with using a product analysis. The cost associated with this benefit is that for a large batch of materials, a product analysis is more cost-prohibitive than a heat analysis.

Choice of analysis type makes no difference in the material content requirements for maximum carbon, phosphorus, and sulfur content. Carbon and manganese content, however, is affected by the thickness of the product.

Understanding how materials are manufactured is a key step in ensuring a quality final product. The purchaser should familiarize themselves with specifications of materials that are ordered, and understand how materials tested, as well as what are considered the more critical manufacturing steps in production. By understanding how and why materials are tested, the purchaser can determine where additional quality assurance steps can reduce risk of substandard or counterfeit materials.

### QUALITY MANAGEMENT

Once the purchaser understands how ordered material will be manufactured, a detailed quality management program can be outlined. As with any quality management program, the goal is to create a formalized process for ensuring results are consistent and in compliance with specifications. For steel plate, the final goal is a product that performs in compliance with the standards it was specified to. All steel mills have their own internal quality assurance practices; however, when purchasers buy product from a supplier or geographic region and do not have historical evidence of quality, as-specified products, it is often wise to perform additional testing and inspection as a safeguard.

One option that purchasers can use to ensure compliance with specifications is first or third party inspectors to review the fabrication process. An inspector may witness the entire fabrication process, or only the steps deemed most critical to final product integrity. Having inspectors witness the entire process ensures the chain of custody of materials from the heating of a slab through the final packaging and loading for shipment, but the cost of having this level of inspection would be quite high. This would be an effective quality program to be used when dealing with a potentially inferior manufacturer.

Purchasers must consider the additional costs of these extra inspections when selecting a manufacturer. Purchasing from a manufacturer that a purchaser has not used before, and thus has no historical evidence of quality made products, adds inspection costs that could make an experienced manufacturer appear more cost effective.

Inspection of certain critical steps in the process is helpful when a purchaser’s main concern is poor quality finished products. One step of high concern for steel plate

<table>
<thead>
<tr>
<th>Table 2. ASME Section II Mechanical Requirements [15]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tensile Requirements of SA-516-70 Steel Plate</strong></td>
</tr>
<tr>
<td>Tensile strength, ksi</td>
</tr>
<tr>
<td>Yield strength, min, ksi</td>
</tr>
<tr>
<td>Elongation in 8 in., min %</td>
</tr>
<tr>
<td>Elongation in 2 in., min %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3. ASME Section II Chemical Requirements [15]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chemical Requirements of SA-516-70 Steel Plate</strong></td>
</tr>
<tr>
<td><strong>Carbon, max:</strong></td>
</tr>
<tr>
<td>1/2 in. and under</td>
</tr>
<tr>
<td>Over 1/2 in. to 2 in., Incl</td>
</tr>
<tr>
<td>Over 2 in. to 4 in., Incl</td>
</tr>
<tr>
<td>Over 4 in. to 8 in., Incl</td>
</tr>
<tr>
<td>Over 8 in.</td>
</tr>
</tbody>
</table>

| **Manganese:** |
| 1/2 in. and under |
| Heat Analysis | 0.85-1.20 |
| Product Analysis | 0.79-1.30 |
| Over 1/2 in. |
| Heat Analysis | 0.85-1.20 |
| Product Analysis | 0.79-1.30 |

| **Phosphorus, max** |
| 0.035 |

| **Sulfur, max** |
| 0.035 |

| **Silicon:** |
| Heat analysis | 0.15-0.40 |
| Product Analysis | 0.13-0.45 |
manufacturing is the heat treatment process. Having an inspector witness heat treatment helps to ensure that the manufacturing process complies with specifications. The cost of limited inspection is less than witnessing the entire manufacturing process; however, as the quantity of inspection hours are reduced, the higher the risk becomes that a finished product may be substandard.

A second option for quality management is to perform third party analysis of mechanical tests. Extra material or sample tabs can be manufactured, and extra test samples can be shipped to an independent laboratory. This proof testing adds additional costs, but these costs are typically much less than having an inspector in the shop full time.

Often times, substandard material is a symptom of a poor quality management program. The quality management program can be poor for very large processes like the manufacturing process outlined in Figure 1. Poor quality management programs can also stem from a buildup of simple problems such as poor document control and poor responsiveness to problems.

Purchasers can protect themselves from reusing a consistent bad vendor by creating an evaluation system for vendor criteria. Bernold and Treseler outline a prospective list of criteria to measure vendors [12]. These criteria are shown on Table 4. Keeping a log of vendor performance is beneficial, especially in a situation when lowest price is the largest determining factor of vendor choice. Using this type of evaluation system can prevent the purchaser from simply choosing the lowest-price vendor. The purchaser can eliminate or at least justify extra inspection or testing costs when purchasing from vendors that have shown poor workmanship in previous projects. Using this approach to selecting vendors makes it more likely that the true overall lowest cost vendor is selected.

CONCLUSION

Globalization has presented many new challenges to the steel industry, and possibly the greatest challenges posed are avoiding and detecting counterfeit and substandard materials. While the threats posed are great, the techniques outlined in this study, such as implementing additional quality assurance measures, can greatly reduce risk. Simple steps, such as understanding manufacturing processes, knowing how quality management is performed, and performing additional quality assurance when necessary can greatly reduce project risks. Proper quality management allows purchasers and end users to utilize low cost material and labor source countries to drive down overall project prices without, most importantly, reducing quality.

Table 4. Bernold and Treseler Vendor Performance Criteria [12]

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Weights for government contracts, %</th>
<th>Weights for commercial contracts, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timeliness of submittals</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>Lead time for release</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>Response time to rejected submittals</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Cooperation in overall planning</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Cooperation in contacting engineer for approval</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Cooperation in identifying deviations from specifications</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Responsiveness to problems</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Tracking of order</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Time reliability</td>
<td>15</td>
<td>18</td>
</tr>
<tr>
<td>Cooperation of instructing installation</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Expediting costs</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Product quality</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Timeliness and ability during startup</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Production of operation and maintenance manuals</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Responsiveness to warranty calls</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

REFERENCES

MATERIAL CHARACTERIZATION OF NITINOL WIRES FOR THE DESIGN OF ACTUATION SYSTEMS

Sean P. Kennedy
Graduate Student
Mechanical Engineering Department
California Polytechnic State University
San Luis Obispo, California, United States

Dr. Saeed B. Niku
Graduate Advisor
Mechanical Engineering Department
California Polytechnic State University
San Luis Obispo, California, United States

ABSTRACT
A research project at California Polytechnic State University in San Luis Obispo, California is performing a series of tests on nickel-titanium alloy wire, also known as nitinol, to determine the plausibility of designing an actuator using this wire as the method of actuation. These tests have been designed to fully characterize how the wire behaves under steady state and transient conditions allowing for a specific wire selection to be made given known actuator specifications which will result in an efficient design. The wire transient data can be used to design a controller which reduces the actuation time. The research done for the overall project covers a wide scope including wire hysteresis, nitinol transition temperature, variable wire resistance, wire actuation as a function of current and pull force, cable fabrication, and wire actuation control to optimize performance. Through these tests, it has been determined that an actuator can be efficiently designed using this material.

INTRODUCTION
This study was initially introduced to give an alternative to motors which are commonly used for mechanical actuation. The advantage of motors is that much is known about how they behave, making other actuators less ideal. The purpose of this study would be to reduce the amount of unknown characteristics to nitinol wire, making it a more practical option.

Nitinol wire has the potential to be a preferred actuation method for certain applications given that it is a small, light, and relatively inexpensive material. Additionally, given known parameters to nitinol actuation wire can allow users to design their own specific actuator to meet their specifications.

BACKGROUND
Nitinol is a nickel-titanium alloy which is considered part of the shape memory alloy class which means that it goes through the shape memory effect as seen in Figure 1. When the material is held at low temperatures, it is in a very ductile form known as martensite. This allows for the nitinol wire to be bent in any shape. When the material is heated up past its transition temperature, it becomes much more rigid as it enters its austenite form. When nitinol wire enters the austenite state, it returns to its original shape regardless of any deformations that occurred at lower temperatures, therefore it is referred to as a shape memory alloy. When the material is cooled and re-enters its martensite state, it does not return to its deformed shape until a load is put on the wire [1].

Nitinol covers a wide range of nickel-titanium alloys with different nickel to titanium ratios. Given the specific composition, the characteristics will change. One notable characteristic is the temperature at which nitinol transitions between its martensite and austenite states. This will affect how useful nitinol is in certain situations. For example, in order to use nitinol as an actuator, the transition temperature must be above and differentiable from room temperature so that actuation can be controlled with the addition of heat. Specific samples of nitinol with transition temperatures below room temperature remain in the austenite form and thus can be used because of their rigidity.

The specific nitinol wire used in actuation application is sometimes referred to as Biometal™ and has special shape

Figure 1. Shape memory effect [1].
memory properties. Pieces of Biometal™ wire have an austenite state which is a shorter version of the original wire, and therefore the wire will contract when heat is applied. When the wire contracts, it pulls with a certain amount of force. This pull force can be used as a method of actuation. When the heat is removed, the wire will return to its martensite state which will be the original length of wire, granted there is some restoring force in the wire. Unlike other types of nitinol wire, Biometal™ can be cycled millions of times between its martensite and austenite states which make it a desirable material for an actuator. The practical method to heating up Biometal™ wire is to apply a constant current through the wire [2].

Nitinol is primarily used in medical applications due to its superelastic properties and high corrosion resistance. Though there are some nitinol actuators currently being produced, they are much less common. The specific nitinol wires used for actuation in this series of tests is claimed to contract approximately 5-6% of its total length [3].

NITINOL TESTING OVERVIEW

At the start of the testing phase, it was important to identify what inputs and outputs would be essential to perform a complete and thorough analysis of nitinol wire. It was determined that the three primary inputs to consider would be wire diameter, current, and pull force. Two other inputs that could have been considered were nickel to titanium composition ratio and specific manufacturing process of the wire. These two additional factors will affect how the wire behaves, but given the scope for this project, it was determined that doing a complete study of nitinol provided by a single manufacturer would be sufficient. Also, there were only six wire diameters tested: 5, 6, 8, 10, 12, and 15 thousandths of an inch (mil) diameter wires.

The following variables were measured: wire contraction, temperature, wire hysteresis, current hysteresis, wire resistance, and time constants. Wire contraction and temperature are the most intuitive variables to observe as they are directly correlated to the input current. The wire hysteresis and current hysteresis are additional variables that were determined later in the testing process as it became evident that pull force had a large influence on the system outputs. The wire resistance was desired since many electromechanical applications are powered with voltage sources rather than current sources. The time constants are determined by the time required to actuate the nitinol wire.

TEST SETUP AND PROCEDURE

The same test setup, with some minor modifications for recording different variables, was used for most of the tests. A detailed schematic of the general setup can be found in Figure 2. Each piece of nitinol wire was clamped at the ends using spade lugs which could be easily clamped to a frame. One of the ends of the wire was attached to a replaceable spring that kept the nitinol wire in tension with a certain pull force. This spring was replaced for some tests whenever varying pull forces were desired. A variable constant current power supply was used by attaching two probes at the two ends of the nitinol wire. This power supply also displayed the voltage drop across the nitinol which could be used to calculate the resistance of the wire during testing. A 5 kΩ rotary potentiometer was fitted with a lever arm that was attached to the connection between the nitinol wire and spring. Given that nitinol wire only contracts about 5% of its own length, the angular displacement measurement from the potentiometer could be converted to a linear displacement with negligible error. The output resistance from the potentiometer was read by a digital multimeter which was converted to a displacement given the geometry of the test setup.

Each individual test has a few minor alterations to record different variables using equipment such as a digital oscilloscope for the transient tests and a 10K3 thermistor, temperature sensor with 10 kΩ resistance at room temperature, for the temperature tests. Any variations to these tests will be described in the test section prior to discussing the results.

WIRE CONTRACTION TEST

By far the most important piece of information when using nitinol for mechanical actuation is how much the wire contracts when applying a varying current through the wire. By slowly increasing the current from a minimum to a maximum through its transition current and recording steady state displacements, a
A regression curve can be made to fit the data allowing prediction of wire contraction as a function of current. This test was simplified by normalizing the wire contraction to eliminate the effect of wire hysteresis on this test. Figure 3 shows the results from this test for the 6 mil diameter wire. Results of other thicknesses are similar.

The results for this initial contraction test follow a logistic growth curve. A logistic growth curve is a type of non-linear regression line used in MINITAB®, a statistical software program where most data analysis was performed. The standard form of the logistic growth model is given by Equation 1:

\[
y = C_1 + \frac{C_2 - C_1}{1 + e^{(x - C_3)/C_4}}
\]

where,

- \( C_1 \) ≡ the maximum value of y
- \( C_2 \) ≡ the minimum value of y
- \( C_3 \) ≡ value of x when y is halfway between \( C_1 \) and \( C_2 \)
- \( C_4 \) ≡ a measure of spread in the x-direction

For this specific logistic growth regression, \( C_1 \) is 1 and \( C_2 \) is 0 since the normalized displacement ranges from 0 to 1. The value of \( C_3 \) represents the transition current where the normalized displacement reaches 50% or half of the total contraction. This regression line will be referred to as the contraction curve since the data was collected for increasing current values that cause the wire to contract.

Figure 3 also features a prediction interval, which is used to determine where 95% of the data is likely to fall. In practical use of nitinol, it is unlikely that all data points will follow the regression line exactly, so prediction intervals give a credible range of displacement values that can be expected for any current. Using these prediction intervals, two control current values were determined, which represent the current values where the nitinol wire is either fully extended or contracted. These current values are at the locations where the prediction interval range is 0.05 or 5% of the full contraction distance. These currents allow for a certainty in knowing whether or not the wire has contracted. At the upper control current, the nitinol wire is fully contracted. At the lower control current, the nitinol wire is fully extended. These control currents will be important when creating a control algorithm to decrease reaction times.

This initial curve does not characterize all contractions though. A study performed by Nitinol Devices and Components (NDC) shows a trend that data collected by heating the wire differs from the data collected by cooling the wire. NDC claims that there will be a gap between these two curves caused by hysteresis in the wire [4]. To test for this, the same test was performed with steady state measurements taken by slowly decreasing the current from a maximum to a minimum through the transition current. In fact, the data collected follows a new logistic growth curve with a lower transition current confirming this trend. This difference between transition current values for the contraction and extension curves will be referred to as current hysteresis, where the extension curve is the regression curve generated by data collected from decreasing current values that cause the wire to extend.

The current hysteresis was found to also be a function of the pull force. To test for this, the same test was performed multiple times with different springs to simulate different pull forces. Figure 4 shows the wire contraction test results performed with three different pull forces applied to the nitinol wire in grams.

The important observation is that the transition current for each extension curve approaches that of the initial regression curve, or the contraction curve. Even though the shape of each extension curve changes, it will be assumed that it does not change in order to simplify the final displacement model. Figure 5 shows these current hystereses plotted as a function of pull force as a means to approximate the current hysteresis for any pull force.

Figure 4. Wire contraction and extension curves for 6 mil diameter wire.

Figure 5. Current hysteresis as a function of pull force for 6 mil diameter wire.
WIRE HYSTERESIS TEST

The next set of tests was performed to determine how the contraction in the wire would be affected by pull force. This was done by measuring the contraction in the wire immediately after applying a pull force to the wire. To apply this pull force, the wire was removed from the setup and a weight was attached to one end of the nitinol wire with the other end fixed. Applying this force would extend the wire slightly if there was any hysteresis in the wire. Since the wire always contracts to the same length, the amount the wire contracted would represent a restoring displacement associated with the pull force applied prior to contraction. The wire hysteresis could be found by subtracting the restoring displacement from the total contraction displacement. This process was done for each wire at varying initial pull forces. As this pull force increased, the restoring displacement increased and the wire hysteresis decreased. Figure 6 shows the wire hysteresis as a function of pull force for the 6 mil diameter wire.

![Wire Hysteresis Test Diagram](image)

Figure 6. Wire hysteresis as a function of pull force for 6 mil diameter wire.

An exponential decay regression line was fit to the data in order to determine the amount of hysteresis that would be found in the wire for any applied pull force. This curve was also normalized between 0 and 1 to match the scale for the wire contraction test which also was normalized between 0 and 1. Using this scale allowed for easy development of the final displacement model.

FINAL DISPLACEMENT MODEL

Given the results from the wire contraction and wire hysteresis tests, a final model was made to fully characterize nitinol actuation displacement as a function of pull force and current. The logistic growth equations for the contraction and extension curves are shown in Equations 2 and 3:

\[
\Delta l_{\text{contract}} = \Delta l_{\text{max}} + \frac{\Delta l_h - \Delta l_{\text{max}}}{1 + e^{\left[\frac{\Delta l_h - \Delta l_{\text{max}}}{(1-F^+\Delta l_h)/C}\right]}}
\]

(2)

\[
\Delta l_{\text{extend}} = \Delta l_{\text{max}} + \frac{\Delta l_h - \Delta l_{\text{max}}}{1 + e^{\left[\frac{\Delta l_h - \Delta l_{\text{max}}}{(1-F^+\Delta l_h)/C}\right]}}
\]

(3)

where, \(\Delta l_{\text{max}} = 0.066 \text{ [in/m]}\)

\(\Delta l_h = \Delta l_{\text{max}} e^{-bF} \equiv \text{Wire Hysteresis [in/m]}\)

\(\Delta l_h = \Delta l_{\text{max}} e^{-bF} \equiv \text{Current Hysteresis [mA]}\)

\(F \equiv \text{Pull Force [g]}\)

\(I \equiv \text{Current [mA]}\)

\(I^+ \equiv \text{Maximum Current Hysteresis [mA]}\)

\(C \equiv \text{Current Spread [mA]}\)

\(a \equiv \text{Wire Hysteresis Decay Rate [}\frac{\text{g}}{\text{mA}}]\)

\(b \equiv \text{Current Hysteresis Decay Rate [}\frac{\text{g}}{\text{mA}}]\)

The required constants are found in Table 1. The value for \(\Delta l_{\text{max}}\) was found through testing.

<table>
<thead>
<tr>
<th>Wire Diameter [mils]</th>
<th>(\Delta I_{\text{max}}) [mA]</th>
<th>(I^*) [mA]</th>
<th>C [mA]</th>
<th>a [g\text{^{-1}}]</th>
<th>b [g\text{^{-1}}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>152.3</td>
<td>213.6</td>
<td>8.66</td>
<td>0.01708</td>
<td>0.00860</td>
</tr>
<tr>
<td>6</td>
<td>115.1</td>
<td>258.6</td>
<td>6.47</td>
<td>0.02172</td>
<td>0.00735</td>
</tr>
<tr>
<td>8</td>
<td>265.1</td>
<td>331.7</td>
<td>8.93</td>
<td>0.00725</td>
<td>0.00542</td>
</tr>
<tr>
<td>10</td>
<td>199.8</td>
<td>437.3</td>
<td>16.92</td>
<td>0.00434</td>
<td>0.00080</td>
</tr>
<tr>
<td>12</td>
<td>335.5</td>
<td>578.5</td>
<td>26.68</td>
<td>0.00313</td>
<td>0.00039</td>
</tr>
<tr>
<td>15</td>
<td>393.5</td>
<td>706.6</td>
<td>28.12</td>
<td>0.00186</td>
<td>0.00018</td>
</tr>
</tbody>
</table>

These equations were created using the standard form of the logistic growth regression line including factors for wire hysteresis and current hysteresis. All the constants used in these equations were derived from regression lines from the wire contraction and wire hysteresis tests. \(I^*\) and C come from Figure 3, \(\Delta I_{\text{max}}\) and b come from Figure 5, and a comes from Figure 6.

MAXIMUM PULL FORCE

In addition to knowing how much the wire contracts, it is very important to know the maximum pull force in the wire. This will give the designer the ability to properly assess the mechanical work each wire can produce where work is force multiplied by displacement. Through careful analysis of what would be necessary in actuator design, it was determined that three distinct force values would be necessary for each wire: The maximum force before wire contraction starts to decrease \(\left(\text{F}_{\text{max}}\right)\), the minimum force to produce no wire contraction when the wire is heated \(\left(\text{F}_0\right)\), and the maximum force before wire failure \(\left(\text{F}_f\right)\). To obtain these forces, a piece of nitinol wire was removed from the power supply and the weight was increased until there was a noticeable difference in the amount the nitinol wire contracted, this denoted the force \(\text{F}_f\). The wire was then fixed at one end with a weight attached to the other end. The wire was then contracted by applying a constant current through the wire using a power supply. The weight was then increased further until there was no noticeable contraction, this denoted the force \(\text{F}_0\). The wire was then removed from the power supply and the weight was increased.
until the wire failed, this denoted the force \( F_f \). Figure 7 shows these three forces plotted against wire diameter.

Each of these three forces could be converted to a stress by dividing them by the cross sectional area of the wire. This stress should be constant from wire to wire, meaning that force should be linearly proportional to cross sectional area. Since area is a function of diameter squared, pull force will also be a function of diameter squared, which is why a quadratic regression line was used.

To interpret Figure 7, for any wire diameter, pull forces under \( F_{\text{max}} \) are desired as they do not reduce the amount the nitinol wire will contract. Pull forces between \( F_{\text{max}} \) and \( F_0 \) can be used, but will contract less resulting in less mechanical work. Pull forces between \( F_0 \) and \( F_f \) will result in no contraction and pull forces exceeding \( F_f \) will result in wire failure.

**VARIABLE WIRE RESISTANCE**

Nitinol wire has a specific resistance value associated with its martensite and austenite crystal structures. If a voltage source is used to provide power to a nitinol actuator, it is very important to know these resistance values, since nitinol is current driven. It is interesting to note that not only are there two distinct resistance values, but there is also a similar logistic growth transition between them, similar to the regression found for wire contraction. Figure 8 shows the regression curve for the wire resistance in the 6 mil diameter wire that is associated with increasing current values that cause the wire to contract.

When this curve is compared to the logistic growth curve for wire contraction, the transition current and shape appear to be almost the same, so the same constants can be used for the resistance regression giving Equations 4 and 5:

\[
R_{\text{contract}} = R_{\text{min}} + \frac{R_{\text{max}} - R_{\text{min}}}{1 + e^{\left(-\frac{I - I^*}{C}\right)}}
\]

\[
R_{\text{extend}} = R_{\text{min}} + \frac{R_{\text{max}} - R_{\text{min}}}{1 + e^{\left(-\frac{I - I^*}{C}\right)}}
\]

where, \( \Delta I_h = \Delta I_{\text{max}} e^{-bf} \equiv \text{Current Hysteresis [mA]} \)

\( F \equiv \text{Pull Force [g]} \)

\( I \equiv \text{Current [mA]} \)

\( \Delta I_{\text{max}} \equiv \text{Maximum Current Hysteresis [mA]} \)

\( I^* \equiv \text{Transition Current [mA]} \)

\( C \equiv \text{Current Spread [mA]} \)

\( b \equiv \text{Current Hysteresis Decay Rate [1/g]} \)

\( R_{\text{min}} \equiv \text{Minimum Resistance [\Omega]} \)

\( R_{\text{max}} \equiv \text{Maximum Resistance [\Omega]} \)

The required constants are found in Tables 1 and 2. Same as the final displacement model, \( I^* \) and \( C \) come from Figure 3, and \( \Delta I_{\text{max}} \) and \( b \) come from Figure 5. The two new variables \( R_{\text{min}} \) and \( R_{\text{max}} \) come from Figure 8.

**Table 2. Resistance values for varying wire diameter.**

<table>
<thead>
<tr>
<th>Wire Diameter [mils]</th>
<th>( R_{\text{max}} ) [\Omega/in]</th>
<th>( R_{\text{min}} ) [\Omega/in]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2.131</td>
<td>1.823</td>
</tr>
<tr>
<td>6</td>
<td>1.501</td>
<td>1.266</td>
</tr>
<tr>
<td>8</td>
<td>0.812</td>
<td>0.692</td>
</tr>
<tr>
<td>10</td>
<td>0.544</td>
<td>0.467</td>
</tr>
<tr>
<td>12</td>
<td>0.359</td>
<td>0.310</td>
</tr>
<tr>
<td>15</td>
<td>0.292</td>
<td>0.269</td>
</tr>
</tbody>
</table>

**TEMPERATURE TEST**

In practice, nitinol wire is actuated by applying a current through the wire, but in theory, it is actuated by temperature; current is a means to heat up the wire to a specific temperature. From a design standpoint, it is important to know the...
temperature an actuator will reach so the rest of the system can be designed with that in mind. The temperature of the wire is a function of resistance and current, \( I^2R \), as this is the heat dissipation of the wire to the atmosphere. If nitinol had a constant resistance, one would expect temperature to be a quadratic function in terms of current. Given that nitinol has two distinct resistances, the temperature vs. current curve should have a parabolic shape on either side of the transition current where the concavity for larger currents is smaller given the decrease in resistance. In practice, a single cubic curve can be used to approximate the temperature for a reasonable range of currents for each wire. This cubic function for temperature is represented by the following equation that was generated using MINITAB®:

\[
T = T_1 I^3 + T_2 I^2 + T_3 I + T_4
\]  

where \( T_1, T_2, \) and \( T_3 \) are cubic, quadratic, and linear coefficients determined by the cubic regression and \( T_4 \) is the constant term which is fixed at room temperature. For this regression, \( T_4 \) was fixed at 23.5 °C. Table 3 shows these constant values for all wire diameters.

To measure the internal temperature of the wire, a small thermistor was wrapped around the nitinol wire with the entire probe being in contact with the wire. Given that all nitinol samples used in these tests have a relatively small diameter when compared to the diameter of the thermistor probe, there will be some error in this method of data collection. To compensate for this error, temperature measurements were taken for all six wire samples and transition temperatures were found using the known transition current along with the cubic regression line. The maximum transition temperature was used as the true value since errors in temperature measurements are most likely to decrease the recorded temperature. Each regression line was then compensated by changing the linear component, \( T_3 \), so that the true transition temperature would occur at the transition current for each wire. The smaller diameter wires needed the most compensation since it was harder to get an accurate reading on such small diameter wires. Figure 10 shows the temperature curves for the 6 mil diameter wire which yield a final transition temperature of 67.4 °C.

Knowing the transition temperature can help determine the nickel to titanium ratio. More research was done by NDC to create a correlation between nitinol transition temperature and Nickel to Titanium ratio as seen in Figure 9. It is estimated that this ratio is about 0.98 for the samples of wire tested. This ratio will definitely affect the transition temperature of nitinol, but it may also have an impact on other characteristics such as wire time constants and max pull force.

Table 3. Constants for temperature curve found from the compensated regression curves.

<table>
<thead>
<tr>
<th>Wire Diameter [mils]</th>
<th>( T_1 ) [°C/mA³]</th>
<th>( T_2 ) [°C/mA²]</th>
<th>( T_3 ) [°C/mA]</th>
<th>( T_4 ) [°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>-8.40E-07</td>
<td>9.18E-04</td>
<td>0.0475</td>
<td>23.5</td>
</tr>
<tr>
<td>6</td>
<td>-4.75E-07</td>
<td>5.64E-04</td>
<td>0.0555</td>
<td>23.5</td>
</tr>
<tr>
<td>8</td>
<td>-1.23E-07</td>
<td>2.92E-04</td>
<td>0.0489</td>
<td>23.5</td>
</tr>
<tr>
<td>10</td>
<td>-8.62E-08</td>
<td>2.05E-04</td>
<td>0.0274</td>
<td>23.5</td>
</tr>
<tr>
<td>12</td>
<td>-6.59E-08</td>
<td>1.52E-04</td>
<td>0.0100</td>
<td>23.5</td>
</tr>
<tr>
<td>15</td>
<td>-4.42E-08</td>
<td>1.12E-04</td>
<td>0.0050</td>
<td>23.5</td>
</tr>
</tbody>
</table>

**Figure 9.** Transition current as a function of Nickel to Titanium ratio [4].

**Figure 10.** Compensated and uncompensated temperature curves with transition temperature for 6 mil diameter wire.
representative of the length of the wire and can be used to record changes in length with respect to time.

To determine the time constants for each wire, a constant current was applied to each wire while the oscilloscope recorded the transient effects. The time required to fully contract the wire would be representative of twice the time constant at 95% contraction level. This test was also performed by cooling wires down by removing the current applied to the wire and recording the transient effects. Each wire has two time constants, one for the increasing currents and one for decreasing currents. Table 4 shows the two time constants for each wire. It is important to note that all transient results were at room temperature without the aid of any fluid bath or air convection to decrease the time required to cool the wire.

During this test, it was observed that each wire would not immediately contract when current was applied. This is due to the fact that it takes time for the wire to reach the transition temperature when it starts contracting. It was theorized that if the wires were partially heated, they would contract much more quickly. Each of the transient tests was repeated with adjusting the initial current to pre-heat the wire before contraction and extension. In every case, the time to contraction/extension was decreased by altering this initial current. This trend can be seen in Figures 11 and 12. These figures do not show the total contraction and extension times, but the time prior to contraction or extension.

<table>
<thead>
<tr>
<th>Wire Diameter [mils]</th>
<th>Contraction Time Constant [s]</th>
<th>Extension Time Constant [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.472</td>
<td>1.102</td>
</tr>
<tr>
<td>6</td>
<td>1.087</td>
<td>1.100</td>
</tr>
<tr>
<td>8</td>
<td>1.157</td>
<td>2.009</td>
</tr>
<tr>
<td>10</td>
<td>1.261</td>
<td>3.521</td>
</tr>
<tr>
<td>12</td>
<td>1.343</td>
<td>5.841</td>
</tr>
<tr>
<td>15</td>
<td>1.782</td>
<td>9.936</td>
</tr>
</tbody>
</table>

Figure 11. Time to extension values for varying initial currents.

**CONTROL ALGORITHM**

Given that decreasing the starting current prior to actuation can reduce reaction times, one might ask how to design the most efficient control algorithm to reduce reaction times to a minimum. Using the control currents and current hysteresis found through the wire contraction tests along with the time constants found through the transient tests, a precise control algorithm can be constructed. A crude graphical model of this control algorithm can be found in Figure 13.

In this figure, the current is adjusted between four distinct current values: maximum current ($I_{\text{max}}$), upper control current ($I_{\text{UCC}}$), lower control current ($I_{\text{LCC}}$), and off. The upper control current is found directly from the prediction interval of the initial wire contraction test. The lower control current is found by subtracting the current hysteresis from the control current found in the initial wire contraction test. The maximum current is selected primarily to ensure the nitinol wire is not exceeded in the nitinol

![Figure 13. Control algorithm used for an efficient actuator design.](image-url)
Given the shape memory property of nitinol, it is very easy to make a cable. By twisting several strands of nitinol together and heating them up to their austenite state while held in tension, they will stay in that same shape when cooled down to their martensite state. As long as there is always some tension in the cable when they are heated up, they will continue to hold their shape making braiding of wires unnecessary.

Some of the tests in this study were repeated using cables to see how they performed when compared to single cables of similar cross sectional area. It was found that these cables behaved very similarly to single wires, which means the results obtained through these tests will also apply to cables. These similarities include cables holding proportionally larger loads and cable resistances being modeled as single wires in parallel. These characteristics offer a wide range of options when compared to using a single wire in an actuator design.

**INTERPRETATION OF RESULTS**

If the wires used during this study were directly applied to a nitinol actuator, the results obtained could be directly applied as well. Unfortunately, given that the nickel to titanium ratio is unknown and may affect the tests performed, the results presented may not be numerically accurate for all wires. On the other hand, all trends found in this study should hold true for any nitinol wire. It is recommended that any wire being used for actuation go through a brief set of tests to determine the numerical values for transition current and maximum pull force. As discussed in the temperature test section, wires with a nickel to titanium ratio of about 0.98 are more likely to have numerical results similar to the ones found in this study, but this has not been confirmed. Additionally, the method of fabrication of the wire itself may affect the behavior of each wire. This unknown factor is expected to be the cause of inconsistent data found in this study.

**CONCLUSION**

Through a careful analysis and testing of nitinol wire, it was determined that an actuator could in fact be designed using nitinol as the method of actuation. Also, it has been determined that a careful control algorithm can be implemented to decrease reaction times resulting in a more efficient design. Nitinol wire can be implemented in any actuator design, allowing for customizable specifications giving nitinol actuation an edge to other methods for certain applications.
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ABSTRACT
Thermoelectric (TE) and mechanical properties of Single wall carbon nanotubes (SWCNTs) and Boron Carbide reinforced Silicon carbide (SiC) nanocomposites were experimentally evaluated after doping through the sol-gel diffusion technique. The samples were produced with a high temperature (1550°C) sintering process. For sol-gel diffusion, a Boron-Antimony combination was used. Boron (B) was a P-type and Antimony (Sb) was an N-type dopant. Hot and cold junctions were created using silver epoxy and Alumel (Ni-Al) wire, and thermoelectric tests were conducted. The carbon nanotubes used were approximately 60% semiconducting and 40% metallic. Voltage (mV) was measured for different categories of samples against temperature difference (ΔT). Control SiC samples showed no TE effect at pristine form, but when infused with SWCNTs, a TE effect was present. The TE effect of the nanocomposite samples increased substantially with Boron-Antimony sol-gel diffusion. The Seebeck coefficient increased to 1.2 mV/°C. Three point bending tests of the nanocomposites samples showed an interesting plateau in the flexure stress-strain curves. The structure-property relation was analyzed using SEM (scanning electron microscope) and EDS (Energy dispersive spectroscopy). It was revealed that fiber-like SWCNTs created a randomly distributed network, and Nano bridges inside the SiC matrix and enhanced the thermoelectric and mechanical properties of the nanocomposites.

INTRODUCTION
Ceramic materials (such as SiC) are attractive structural materials for high temperature applications because of their excellent mechanical strength, thermal stability and corrosion resistance. Despite these advantages, ceramic materials are susceptible to fast fracture due to their inherent brittle nature. A literature survey has revealed that fiber reinforced SiC matrix composites exhibit improved bending strength and fracture toughness as compared to monolithic SiC. For example, SiC/SiC nanocomposite exhibits a bending strength of 600 MPa and flexural strength of 5.5 MPa.m¹/², both are ∼ 20% more than the values exhibited by monolithic SiC [1-3]. Carbon fiber reinforced SiC nanocomposites show similar enhancement of bending strength and fracture toughness. Although the mechanical properties are improved, transverse thermal conductivity shows a decrease in fiber reinforced SiC composites as compared to monolithic SiC. A high-purity SiC has a room temperature thermal conductivity value of ∼ 300 W/m-K, whereas, the conductivities of SiC/SiC composites have been observed to be between 30-70 W/m-K [1, 4].

Recently, carbon nanotubes (CNTs) are gaining tremendous interest due to superior mechanical strength and elastic modulus, excellent thermal conductivity and extremely low electrical resistivity. The strength and modulus of SWCNT have been reported to be as high as 200 GPa and 1.5 TPa, respectively [1, 5]. Literature data shows that the incorporation of CNT improves both bending strength and toughness by 10% over monolithic SiC at 2000°C. Further enhancement (∼14.5%) can be achieved by coating the CNTs with SiC and use it as reinforcement into SiC matrix. SWNTs can have a thermal conductivity as high as 3500 W/m-K along the tube’s axis [6], which is almost an order higher than that of SiC.

The high thermal conductance of CNTs suggests that their incorporation might improve the conducting properties of SiC/CNT nanocomposites, however experimental data are not available [7]. It has also been reported that SWCNTs are thermally stable up to 2800°C in vacuum [8]. However, CNTs are vulnerable to oxidation and hot corrosion at high temperature. To prevent CNTs from oxidation under hot corrosive environment researchers have coated CNTs with SiC. It has been reported that CNTs can sustain as high as 1600°C without oxidation when coated with a very thin layer (30-50 nm) of SiC [9]. Metallic CNTs can carry an electric current density of 4 x 109 A/cm². The resistivity of SWCNTs can be as low as 10⁻⁶ Ω-cm compared to that of SiC (10² – 10⁸ Ω-cm). Moreover, experimental results revealed that their conductivity increases with increasing temperature from 456.6 S-cm⁻¹ at 75.4 K, to 595.2 S-cm⁻¹ at 300 K [10, 5]. All these extraordinary properties make CNTs ideal candidates for the preparation of high-performance ceramic nanocomposites with multi-functional properties.
Recently, our group have been investigating the thermo-electric properties of SWCNTs and SiC nanoparticles. SiC nanoparticles showed no TE effect. However, when mixed with SWCNTs, significant TE properties were observed. With the addition of 5-10% SWCNT, the Seebeck coefficient and current have been increased to almost 0.1 mV/°C and 10 μA, respectively [11-13]. These results indicate that SiC/SWCNT nanocomposites have the potential to generate significant TE effect. Moreover, it has been reported that damage accumulation in CNT reinforced structural composites cause resistive heating (the Joule effect heating) and change the TE properties of the material [14]. The goal of this paper is to experimentally investigate the thermoelectric properties of SiC and SiC+SWCNTs+B₄C nanocomposites with and without sole-gels (Boron - Antimony) diffusion. Flexure stress-strain behaviors of the nanocomposites and the control samples have also been investigated. Experimental section describes the details of the sample preparation, thermoelectric and flexure test procedures of the control and nanocomposites samples. Experimental section is followed by the results and discussion to characterize the structure-property relationship. Finally, a conclusion of our findings is provided.

**EXPERIMENTAL**

In order to produce the SiC+SWCNT+B₄C nanocomposites, a high-temperature sintering technique was used. At first, CNTs were homogeneously dispersed in ethanol solvent using an ultrasonic bath and horn sonicator. The sonication intensity was maintained at a level that does not cause damage or defects in the nanostructure of the nanotubes. SiC and B₄C powders were then mixed with the nanotubes suspended in solvents and homogenized using a homogenizer. The wt. % of SWCNTs and B₄C were 5.0% and 1.0%, respectively of the matrix material SiC. B₄C was used as sintering additives. The average particle size of B₄C was 10 μm. It has been reported that using B₄C as additives the relative density of SiC-CNT nanocomposites increased to 98% of theoretical density [15]. The produced slurry was then transferred to a desiccator to be de-aired and then dried around 60-70°C for prolonged time to evaporate the solvents. The final composites were produced using high temperature sintering method based on a high-temperature consolidation. Such process can rapidly consolidate powders through the effects of rapid heating.

To sinter the composite sample, a die was prepared using graphite solid tube. The tube was approximately 2.5 inch in diameter. A rectangular shape hollow was machined at the middle of the graphite tube, as can be seen in Fig 1 with desired dimension. The mixtures were then poured into the hollow of the graphite and rammed properly to facilitate solidification. The graphite die was then placed into the chamber of a Sentro Tech high temperature furnace. The furnace was heated to 600 °C for a short time and then ramped at a rate of 10°C/min to 1550°C, and that temperature was held for approximately 20 hours. The furnace was automatically controlled and cooled down to room temperature at a cooling rate of not more than 10°C/min. The consolidated nanocomposite sample was then separated from the die and cut into the desired dimension (25 mm × 3.0 mm × 2.0 mm) using a diamond cutter according to ASTM C 1341-97. Figure 1 shows a scheme of the sintering process.

Once the composite samples were ready, sole-gels were spread on the samples (Fig. 2). The sole-gel coated samples were then heated inside a tube furnace at around 800°C for 8-9 hours under Argon environment. Half of the sample area was diffused with Antimony (Sb) sole-gel and the other portion was diffused with Boron (B) sole-gel. Antimony was a N-type and Boron is a P-type dopant.

Once the sample was ready, a thermoelectric circuit (Figure 2) was prepared using Alumel (Ni-Al) wire and conductive silver epoxy. Junctions between samples and Alumel wire were created using conductive silver epoxy at the two ends of the sample. One of the junctions was then placed on a hot plate (CRHP-12650/230-E-A), with a temperature controller. The other junction was kept on top of an ice bag to maintain low temperatures. Figure 3 shows the thermoelectric tests of the samples.
temperatures. The Alumel wires were long enough and one of the ends of the Alumel was connected with the connecting wires of the data acquisition system. Two thermocouples were placed at both hot and cold junctions to measure the temperature difference (ΔT). These thermocouples were also connected to the data acquisition system. Properties such as voltage as a function of temperature difference of the hot and cold junctions were recorded. The flexural stress and strain of the produced samples were investigated by three point bending test using an MTS universal testing machine. The flexural strength was derived from the load-displacement curve of the three point bending tests according to ASTM C 1341-97.

RESULTS AND DISCUSSION

The Seebeck coefficient for neat SiC and doped with Boron–Antimony (B-Sb) sol-gels, was measured from the voltage vs. temperature difference curve, as can be seen from Fig. 4. It has been observed that the neat SiC samples did not show any Seebeck coefficient. A very high energy band gap (4.9 eV) and resistivity (10⁶ Ω-cm) are probably the reasons why it did not show any significant thermoelectric effect at the given temperature difference. However, when the SiC sample was doped with B-Sb, the Seebeck coefficient was 0.16 mV/°C.

It is expected that P-type boron dopant and N-type Sb dopant placed side by side, create an area of excess electrons and area of deficiency of electrons which facilitate the thermoelectricity to be generated to some extent. Figure 5 shows a micrograph of a closely packed SiC sample. Figure 6, shows a micrograph of a SiC sample which has been treated with the sol-gel (B-Sb). From this picture it is not clear if a chemical doping has occurred. However, presence of a foreign particulate such as Sb has been identified through EDS analysis. The presence of Gold (Au) has been identified due to the gold coating that was found during the SEM tests. Figure 7 shows the voltage and temperature difference curves for the doped and undoped SiC+B₄C(1%)+SWCNT(5%) nanocomposites. The Seebeck coefficient was about 0.25 mV/°C for the SiC+B₄C (1%)+SWCNT(5%) samples. It has been observed that the Seebeck coefficient of the
nanocomposite even without the sol-gel doping is higher than that of SiC doped with B-Sb. However, when doped with B-Sb sol-gels, the SiC+B\textsubscript{4}C(1%)+SWCNT(5%) nanocomposite sample showed significantly improved Seebeck coefficient. The Seebeck coefficient was approximately 1.2 mV/°C in this case.

We attribute this improvement both due to the presence of SWCNT and the dopant effect. In our previous experiments [11-13], it has been shown that a randomly distributed CNT network can significantly enhance the thermoelectric effect by creating nano contact junctions. These junctions play an important role to create the thermoelectric effect in the combined material systems (SiC+SWCNT). We believe these nano junctions disrupt and break the electron hole symmetry of the nanotubes, which results in a thermoelectric effect through

the electron drift and phonon drag effect. It has been reported earlier that the assembly of individual (10, 10) tubes into a rope is sufficient to break the single-tube electron-hole symmetry [16]. An interaction can change the dimensionality of the electronic structure breaking the electron-hole symmetry by causing an energy dependence of the density of states and the area of the Fermi surface. The work has predicted that tube-tube interactions in a rope of (10, 10) tubes cause the opening of a “pseudogap” in the density of states of the rope at the Fermi level. Symmetry breaking such an interaction mechanism caused the thermopower from both drift and phonon-drag effects [17]. Similarly it has been also reported that strong junction potential of carbon tube fin array was the key parameter controlling the energy conversion efficiency. The NJ system promises a high efficiency (~40% or higher) for thermal
and electric energy conversion [18]. It has also been shown that, when the nanotubes are doped with B-Sb sol-gels, the enhancement of Seebeck coefficient is significant. Figure 9 shows a SEM micrograph of a doped SiC+B₄C(1%)+SWCNT(5%). It is to be mentioned here that B₄C was used in the nanocomposites to have a binding effect between the matrix and the nanoparticles. Figure 10 represents the flexure stress and strain curves for different categories of samples. Flexure stress has been derived from the load-displacement curve of the three point bending tests according to ASTM C1341-97. The samples were tested without any sol-gel dopants. It is evident from Fig. 10 that the neat SiC sample tends to be very brittle and fractured at an early stage. However, both SiC+B₄C(1%)+SWCNT(5%) and SiC+B₄C(1%) composite samples showed some degree of deformation ability as can be marked by the plateau in the stress-strain curve. It has been also observed that the stress level has been increased even further after the plateau. It is clear from the curves that both flexure strength and modulus increased in the composite samples compared to neat SiC. The prolonged deformation ability marked by the observed plateau indicates some degree of plasticity in the composite samples.

**CONCLUSION**

SiC+B₄C(1%)+SWCNT(5%) nanocomposites were prepared through high temperature sintering process. Control SiC samples were also prepared. Samples were doped using sol-gels (B-Sb) diffusion. Thermoelectric and Flexure tests were conducted. Seebeck coefficient increased remarkably with presence of SWCNT and doping simultaneously. Flexure tests revealed that flexure stress and modulus increased substantially with prolong deformation characterized by stress-strain plateau in the composite samples. On the other hand, control SiC samples showed brittle behavior under flexure loading.
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