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Abstract

Uncertainty reduction has a major role in communication theory of relational development. Two competing theories, Berger and Calabrese’s (1975) uncertainty reduction theory (URT) and Sunnafrank’s (1986) predicted outcome value (POV), provide different perspectives on the uncertainty reduction process during initial interactions. Research suggests that when forming a first impression, negative information weighs more heavily than positive information, which is called the “negativity effect” (Kellermann, 1984). This research examined the relationship between the level of uncertainty and the negativity effect in initial interaction.
This paper incorporates the negativity effect with uncertainty reduction to explain how negative information will affect uncertainty level during an initial interaction. The basic assumption of uncertainty reduction is that when two individuals meet for the first time, their primary goal is to reduce uncertainty and increase predictability through communicating with each other, since uncertainty is an uncomfortable state (Berger & Calabrese, 1975). This assumption suggests that the quantity of information is a major determinant of reducing the uncertainty level. The implication is that ANY kind of information will serve to reduce the uncertainty level tends to be hasty and deficient. This research will propose a different perspective on uncertainty reduction, that not only the quantity of information, but also the valence of information has an impact on uncertainty reduction.

The major goal of this research is to explore the function of information valence on uncertainty reduction in initial interaction. This paper will begin by discussing negativity effect and its relation to uncertainty reduction and impression formation. Next, a brief comparison will be conducted between two competing uncertainty reduction theories, Berger and Calabrese’s (1975) uncertainty reduction theory (URT) and Sunnafrank’s (1986) predicted outcome value (POV). Then the relationship between uncertainty reduction and the characteristics of shared information will be presented.

Negativity Effect

The negativity effect occurs when negative information is disproportionately weighted more heavily when compared to positive information about objects, events, and people (Kellermann, 1984, 1989). Numerous studies reveal that even if the relative number of positive and negative attributes is controlled and balanced, negative impressions tend to emerge (e.g., Anderson, 1965; Brinbaum, 1973; Fiske, 1980; Oden & Anderson, 1971; Reeder & Coover, 1986; Van der Pligt & Eiser, 1980). Similarly, studies of impression formation have found that negative personality traits generally outweigh equally polarized positive traits in the formation of an overall impression of a stimulus person (e.g., Anderson, 1965; Richey, Koenigs, Richey, & Fortin, 1975; Richey, McClelland, & Shimkunas, 1967; Wyer, 1970). For instance, Richey and colleagues (1967) report a finding of a negative effect in the impression of moral-ethical character. In their study, when participants were presented with equal amounts of polarized positive and negative information about a hypothetical stranger, the negative information had significantly more influence on character rating. As a follow-up study, they varied the amounts of favorable and unfavorable information to describe behaviors of an unknown person (Richey et al., 1975), and found that a single negative behavior neutralized five positive behaviors. This negativity effect in impression formation has been exhibited in naturally occurring situations, such as employment interviews where negative characteristics of employees influence hiring decisions more than positive characteristics (Bolster & Springbett, 1961; Springbett, 1958). Similarly, negative information is more influential than comparable positive information in evaluations of political candidates (Klein, 1991, 1996; Lau, 1985).

To answer the question why negativity bias occurs, numerous explanations have been proposed (e.g., Brinbaum, 1973; Fiske, 1980; Helson, 1964; Sherif & Sherif, 1967). Yet no single explanation accurately answers that question, so Skowronski and Carlston (1989) proposed a “category diagnostic approach” as the ultimate explanation of the negativity effect. This approach asserts that the informational value of a perceived behavior is related to its category diagnosticity. Lupfer, Weeks, and Dupuis (2000) offer an explanation of a category diagnostic approach as when a negative behavioral trait is used to describe a target person, the observer infers that the trait is the person’s true attribute, and the observer perceives that information as
highly diagnostic of understanding the target. Whereas a positive behavioral trait inhibits making confident inferences that the person possesses only that certain personality trait. For instance, an immoral behavior, such as habitually stealing money from acquaintances, appears to be high in the category of diagnosticity, whereas moral behavior, such as habitually donating money to charitable organizations, is less so.

Cost orientation explanation also provides an explanation for the negativity effect in terms of individuals’ primary motivation (Klein, 1991). This hypothesis postulates that people tend to be more risk oriented in general, so that they are more strongly motivated to avoid potential costs than to approach potential gains. Hamilton and Zanna (1972) apply the cost orientation hypothesis in interpersonal communication, and explain when forming a first impression of a stranger, people are concerned more with determining “whether or not the person poses a substantial threat for future interactions with him, rather than focusing on those desirable qualities that might be a basis for a positive relationship with the person” (p. 205); consequently, individuals give more attention to negative information. The cost orientation hypothesis provides a motivational explanation that the desire to avoid costs is believed to increase motivation to change attitudes toward the target person more than the desire to obtain rewards (Allen & Burrell, 2000). For instance, when people interact with a person who is perceived to have a negative characteristic (i.e., dishonesty), people are more motivated to avoid costs resulting from the interaction than to approach a person who is perceived to have a positive characteristic (i.e., honesty), which might bring a potential reward for them.

As previously mentioned, if negative information affects impression formation of other people, then the question should ask how the negative information influences uncertainty levels. When developing an interpersonal relationship, uncertainty reduction plays a major role in interpersonal communication. Numerous researchers have established that uncertainty reduction is an important predictor of liking since uncertainty and social attraction are inversely related (e.g., Berger, 1979, 1987; Berger, Gardner, Parks, Schulman, & Miller, 1976; Douglas, 1990). The next section will discuss the uncertainty reduction and impression formation.

URT vs. POV

Two major theories of uncertainty reduction, Berger and Calabrese’s (1975) URT and Sunnafrank’s (1986) POV exist in communication, although no theory explicitly clarifies the function of information valence on uncertainty reduction. The goal of this research is to incorporate the negativity effect with uncertainty reduction, by inquiring how different valences of information have an influence on the uncertainty level, since the negative information is perceived to be deviant and non-normative (Kellermann, 1984, 1989; Kellermann & Reynolds, 1990), which will consequently reduce predictability in initial interaction.

Holmes and Rempel (1989) indicate that the state of uncertainty becomes increasingly dissonant with individuals’ behavioral orientation. By attempting to reduce uncertainty, an individual can increase predictive certainty about the other’s future behavior, as well as certainty about the self in the situation. The ability to verify others’ behavior alleviates the anxiety and vulnerability from the high uncertainty (Gudykunst, 1985). As a result, the reduction of uncertainty is associated with a positive outcome of the initial interaction by lessening the negative affect caused by uncertainty toward both the other and self. If individuals are unable to “get to know” each other, the possibility they will develop a more enduring relationship is reduced (Berger & Calabrese, 1975). In general, high uncertainty about acquaintanceship is associated with relatively negative views of initial interaction, increased avoidance of initial conversation sequences, and relative inability to manage acquaintanceship episodes successfully.
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Berger’s URT posits that interpersonal relationships develop as individuals reduce uncertainty about each other (Berger, 1979; Berger & Calabrese, 1975). It focuses on the initial phase of interaction between strangers by suggesting that when strangers meet, the primary motivation is to reduce uncertainty. Since people find such a state of uncertainty uncomfortable, they try to increase predictability of the behaviors of themselves and others (Berger & Calabrese, 1975). Berger and Calabrese (1975) originally propose the first axiom:

Axiom 1: Given the high level of uncertainty present at the onset of the entry phase, as the amount of verbal communication between strangers increases, the level of uncertainty for each interactant in the relationship will decrease. As uncertainty is further reduced, the amount of verbal communication will increase.

The basic notion of the URT is that as an individual receives information about the stranger, information simply builds up, and eventually it will replace uncertainty. The amount of verbal communication can be inferred as the amount of information shared during the interaction. As stated in the first Axiom, URT does not point out the type of information shared in interaction. It rather assumes that only the quantity of information determines one’s uncertainty level: the more information shared, the more uncertainty is reduced, regardless of the valence of information.

Sunnafrank, however, argues that URT has a limited perspective of human interaction (1986). He points out the lack of empirical support for URT as one of the methodological flaws. His argument also highlights a logical flaw of URT that human communication is not limited to reducing uncertainty and maximizing predictability, but also attempts to maximize relational outcomes. In order to supplement the deficit of URT, he proposes POV, which suggests that individuals seek to maximize their relational outcomes by minimizing costs and maximizing rewards. Sunnafrank indicates that a major determinant of one’s reduction of uncertainty is the extent to which one perceives the forecasted relational outcome to be positive. Two basic assumptions of POV propose that (a) when individuals interact for the first time, communication is directed at reducing uncertainty in order to determine likely outcome-values for the relational future, and (b) communication occurs in a way predicted to result in the most positive outcomes (Sunnafrank 1986, 1988). As a result, he suggests the first proposition:

Proposition 1: During the beginning stage of initial interactions, both the amount of verbal communication and uncertainty reduction increase. Further increases in amount of verbal communication occur when uncertainty reduction results in positive predicted outcome values, whereas decreases in the amount of verbal communication follow from negative predicted outcome values.

At the same time, POV proposes that negative information will result in an expected negative outcome, and subsequently, it will decrease the amount of verbal communication. Nonetheless, POV tends to hold an ambiguous position in terms of the level of uncertainty as a result of having negative outcome value. Therefore, by making an assumption that uncertainty will be reduced to a certain threshold in the initial interaction, after that threshold it depends upon the predicted outcome value to reduce uncertainty.

The Relationship between Uncertainty Reduction and Information

Negative information of other individuals is perceived to be non-normative and deviant (Kellermann, 1989). Deviance is often defined as unpredictability (Berger & Calabrese, 1975; Kellermann & Reynolds, 1990), in turn, this unpredictability must increase the uncertainty level. As Berger and colleagues (1976) suggest, perceived deviance affects individuals’ uncertainty
about others, including their ability to predict and explain behavior in initial interactions. According to Planalp and Honeycutt (1985), events that increase uncertainty in intimate relationships are usually viewed as deviant. The events participants reported as deviant could be defined as behavior that violated expectations or social norms. Their finding is consistent with Kellermann and Reynolds’ (1990) that deviance yields a moderate positive relationship with the uncertainty level. The findings on the relationship between deviance and uncertainty level suggest that not only the amount of information, but also the valence of information (i.e. positive information vs. negative information) plays a critical role in determining the uncertainty level. Thus, negative information about the target person presented in an initial interaction will increase the uncertainty level since the negative information is viewed as deviant and non-normative.

Three different rival hypotheses will be tested in this research. URT describes that when no information is given to the individuals during dyadic communication, the uncertainty level would be the highest, but the valence of information is not significant (uncertainty level: positive information = negative information < no information). In other words, as long as the same quantity of information is given to the individuals, the positive information group will not differ from the negative information group in terms of uncertainty level. POV is similar except that the negative information will reduce more uncertainty than no information, yet less uncertainty than positive information (uncertainty level: positive information < negative information < no information).

In this paper, the alternative hypothesis will propose that when negative information is perceived as negative, the uncertainty level will increase more than if no information is given. When people receive a piece of negative information about another person, the negative information will be perceived as non-normative and deviant (i.e. “Habitually stealing money from acquaintances is such an unusual behavior.”). Due to the diagnostic characteristics of the negativity effect, people will be more likely to believe that the negative characteristic is a true personality trait (i.e. “He/she must have such a personality.”). Then, it will arouse a precaution that this person might harm them (i.e. “He/she might steal my money someday.”), thus uncertainty level about this person will increase. Negative information will exhibit the highest level of uncertainty, while positive information will exhibit the lowest level of uncertainty (uncertainty level: positive information < no information < negative information).

Method

Participants

One hundred and sixty seven students enrolled in an entry-level communication course at a large Midwestern university earned course credits for participating in this survey study. Participants were 67 males and 100 females. Participants ranged in age from 18 years to 38 years (M = 20.28, SD = 2.27). Fifty-nine, fifty-three, and fifty-five participants were randomly assigned to the positive information, negative information, and no information group respectively. Participation was voluntary.

Procedure

All students who wished to participate signed the consent form before beginning the experiment. Participants were placed into a hypothetical situation, which was they were set up for a blind date. After reading the introduction about their date, participants were given stimulus material. Then they were asked to fill out a revised Clatterbuck’s CLUE7 scale. The manipulation check on the valence of the behavior of the hypothetical blind date partner was measured briefly afterward.
In order to manipulate the independent variable of valence of information, different hypothetical scenarios were created in order to ensure the external validity of the study. The stimulus asked participants to rate a person who has a potential to be their blind date partner. The stimulus included a hypothetical situation, where a friend has been set up on a blind date for participants. Basic demographic information (i.e., name and age) was given in all of the scenarios as an introduction.

The valence of information was manipulated as information coming from a third person (i.e. roommate). During initial interactions between strangers, revealing negative information about the self violates the norms of social appropriateness and politeness in conversational structures, which would be a potential confound. This study assumes that people would generally behave typically and positively, due to impression management (e.g., Tedeschi, 1981) and politeness concerns (e.g., Brown & Levinson, 1978). By employing the hypothetical situation stimulus, where the information is presented by a third person, the potential confounds can be minimized.

The dependent variable was measured using a slight variation of the CLUE7 (Clatterbuck, 1979). The variation is made by Kellermann and Reynolds (1990), in that the eighth item (i.e., How well do you think you understand the person?) was included. Clatterbuck’s CLUE7 scale has been employed in nearly all uncertainty research, since it is a fairly reliable measure throughout the studies (alpha ranged from .87 to .91). Participants indicated their feelings on a series of 7-point bipolar scales.

Prior to testing the hypotheses, confirmatory factor analyses (CFA) (Hunter & Gerbing, 1982) were used to test the validity of the factor structure of the items and to assess the reliability of the measures. The result of CFA suggested all items of the CLUE7 should be retained. The CLUE7 scale is a unidimensional construct that was internally consistent, and the alpha reliability for this study was .87.

A manipulation check for the independent variable was conducted to see how the participants actually perceived the valence of information. A five-item scale (α = .88) was used to measure how these participants perceived the potential blind date’s behavior in terms of its valence. An ANOVA was conducted, and a significant main effect was found for the valence of information on the manipulation check, $F(2, 166) = 97.94, p < .001, \eta^2 = .54$. In order to be more specific, an ANOVA with weighted contrast coefficients was also conducted to compare each group. Participants in the positive information group ($M = 5.27, SD = .85$) perceived the potential blind date’s behavior (i.e. helping others) was significantly more positive than participants in the no information group ($M = 4.25, SD = .60$), $t (164) = 7.22, p < .001$. Similarly, participants in the negative information group ($M = 3.22, SD = .84$) perceived the potential blind date’s behavior (i.e. cheating on exams) significantly more negative than participants in the control group, $t (164) = -6.72, p < .001$. Therefore, it can be concluded that the manipulation for the stimulus was successful.

Participants’ uncertainty level after reading different valence of information was examined. The results indicated that participants in the positive information group reported the lowest level of uncertainty ($M = 4.15, SD = .87$). The participants in the negative information group reported the second lowest level of uncertainty ($M = 3.42, SD = .87$), and the participants in the control group reported the highest level of uncertainty ($M = 3.11, SD = 1.08$). The simple oneway ANOVA indicated that these groups were significantly different from each other, $F (2,$
\(166) = 18.31, p < .001, \eta^2 = .19.\) The one-way ANOVA with weighted contrast coefficients indicated that the mean difference between the positive information group and the negative information was significantly different from each other, \(t(164) = 4.09, p < .001.\) However, the mean difference between the negative information group and the control group was not significantly different from each other, \(t(164) = 1.70, n.s.\)

Participants’ uncertainty level after reading different valence of information was also submitted to a single sample t-test. In the positive information group, the mean uncertainty reduction level toward the hypothetical blind date partner of 4.15 (\(SD = .87\)) was not significantly higher than the hypothesized population mean of 4 (the midpoint of the scale), \(t(58) = 1.33, n.s.,\) two-tailed. However, participants in the negative information group reduced significantly less uncertainty when comparing with the midpoint of the scale, \(M = 3.42, SD = .87, t(52) = -.4.84, p < .001.\) Participants who received no information about the potential blind date partner also reported significantly less uncertainty reduction level when comparing with the midpoint of the scale, \(M = 3.11, SD = 1.08, t(54) = -6.12, p < .001.\)

The results imply that the participants in the positive information group had significantly less uncertainty toward the potential blind date partner than participants in the negative information group. While the pattern of mean difference among these three groups supported POV (uncertainty level: positive information < negative information < no information), the difference between the negative information group and the control group was not statistically significant. Therefore, the actual data suggested that participants in negative information and no information groups were not different in terms of uncertainty reduction (uncertainty level: positive information < negative information = no information).

Discussion

The leading purposes of this investigation were (a) to explore how information valences influence observers’ uncertainty state in initial interactions, and (b) to integrate the negativity effect and uncertainty reduction in initial interactions. The findings suggested that the function of information valence is strongly confirmed with the data. The role of information valence on uncertainty reduction is noteworthy in that positive information significantly produces less uncertainty than when negative information or no information is given.

URT assumed that the same quantity of information would reduce the same amount of uncertainty regardless of the valence of information. URT does not predict differences for the valence of information (i.e. positive information and negative information), but only differentiates the quantity of information (i.e. information and a lack of information). The data failed to support the URT since the one-way ANOVA results indicated that statistically significant mean differences were found between positive information and negative information group, \(t(164) = 4.09, p < .001.\) This shows that URT overlooks the effect of information valence.

In terms of information valence, POV and the alternative explanation, which was proposed by this research, were confirmed by the data. Both hypotheses correctly predicted that the participants in the positive information group would significantly reduce the level of uncertainty compared to participants in the negative information group.

The result indicated that there was a significant mean difference between the positive information and negative information groups, although the mean difference between the negative information group and the control group was not statistically different. The pattern of mean difference was most similar with what POV hypothesized (uncertainty level: positive information < negative information < no information). The current study showed that the uncertainty level was highest in both negative information and no information groups, while positive information
significantly reduced one’s uncertainty level (uncertainty level: positive information < negative information = no information). Therefore, the data did not fully support the relationship between the negativity effect and uncertainty reduction.

One of the reasons why no significant difference was found between the negative information and control groups is that there was no clear distinction between different types of uncertainty. In Douglas’s (1990) research on uncertainty, he differentiates specific uncertainty from general uncertainty. General uncertainty is also called global uncertainty, which is usually measured by the CLUE7 scale (Clatterbuck, 1979). For specific relational domains, Douglas develops the special measure for his study, which is concerned about the relational context between one and his/her partner. However, the current research was only concerned with global uncertainty even though it is necessary to consider both dimensions of uncertainty. In order to have a substantial evidence for the negativity effect, these two different sub-constructs of uncertainty should have been differentiated. The specific domain of uncertainty should be measured, since the negativity effect tends to be directly related to one’s relational uncertainty rather than global uncertainty.

Even though the negativity effect was not supported in this research, the negativity effect should not be overlooked. Out of curiosity, the perception of the negative information was analyzed as a post hoc. The result showed that there was a significant mean difference among three groups in terms of the perceived liking of a potential blind date’s behavior, \( F(2, 166) = 87.21, p < .001 \). The pattern of mean difference for liking found participants who received positive information scored highest while participants who received negative information scored lowest. One item measure of whether the participants would date the potential blind date partner was also asked at the end of the questionnaire. A seven-point Likert scale (1: no and 7: yes) was used to see how the negative information affected the willingness to have future interaction with the target person. A significant main effect was reported in that three groups are significantly different in terms of the mean, \( F(2, 166) = 22.00, p < .001 \). The pattern of the mean is that the positive information has the highest mean \((M = 4.72, SD = 1.23)\), the control group reported the second highest mean \((M = 3.96, SD = 1.17)\), and the negative group had the lowest mean \((M = 3.17, SD = 1.28)\). The one-way ANOVA with weighted contrast coefficients reported that the mean for the positive information group is significantly greater than the control group, \( t(162) = 6.63, p < .001 \), as well as the negative group, \( t(162) = 3.30, p < .001 \).

Limitation and Future direction

There are several possibilities as to why the negativity effect was not supported in this investigation. The first issue is what kind of relationship the person is likely to have with the target person. A relationship with a blind date partner has relatively low relational importance compared to any other relationships. If individuals are not willing to meet the blind date partner, they can always stop having future interactions. Planalp and Honeycutt (1985) state:

“One gets the sense that information simply accumulates, displaces uncertainty, and forms an increasingly comprehensive and precise basis for predicting and explaining others. Yet the intuitive theories that guide interpersonal communication may sooner or later confront serious challenges that increase uncertainty, temporarily if not permanently.”

Planalp and Honeycutt (1985) explain that when the knowledge people use to predict and explain others’ behavior brings interpersonal doubt, uncertainty may increase. This implies that the quantity of information is not the only factor to decrease uncertainty, but there are certain kinds of information that even increases the uncertainty level. In their study, the participants
were asked to write an event where they learned some surprising information about their friend, spouse or romantic partner. Their findings indicate that relational intimacy is a strong motivator to reduce uncertainty. Receiving negative information about the close friends or romantic partner might have a greater effect in terms of uncertainty reduction than receiving negative information about the stranger that people may not need to meet in life. The future direction of this research will be to specify the incentive value of the target person. Berger (1979) indicates that people would be more motivated to reduce the uncertainty about others when others mediate rewards and punishments for them. It will look at the specific level of the incentive value and how participants will react to the valence of information.
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